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Acquiring a Radiance Distribution to Superimpose
Virtual Objects onto a Real Scene

Imari Sato, Yoichi Sato, Katsushi Ikeuchi

Abstract|This paper describes a new method for superim-

posing virtual objects with correct shadings onto an image
of a real scene. Unlike the previously proposed methods, our

method can measure a radiance distribution of a real scene
automatically and use it for superimposing virtual objects
appropriately onto a real scene. First, a geometric model

of the scene is constructed from a pair of omni-directional
images by using an omni-directional stereo algorithm. Then

radiance of the scene is computed from a sequence of omni-
directional images taken with di�erent shutter speeds and
mapped onto the constructed geometric model. The radi-

ance distribution mapped onto the geometric model is used
for rendering virtual objects superimposed onto the scene
image. As a result, even for a complex radiance distribution,

our method can superimpose virtual objects with convincing
shadings and shadows cast onto the real scene. We success-

fully tested the proposed method by using real images to
show its e�ectiveness.

Keywords| computer graphics, computer vision, aug-

mented reality, illumination distribution measurement,
omni-directional stereo algorithm

I. Introduction

The seamless integration of virtual objects with an im-
age of a real scene is an important step toward the long
term goal of achieving photographic realism of synthesized
images, and techniques for merging virtual objects with a
real scene attract a great deal of attention in the �elds of
both computer graphics and computer vision research. The
synthesized world called augmented reality allows us to see
the real scene with virtual objects superimposed onto the
scene and to handle phenomena not only in the real world
but also in a virtual world, while virtual reality technolo-
gies immerse a user in a fully computer-generated scene.
To achieve a high quality synthesized image in aug-

mented reality systems, three aspects have to be taken into
account: geometry, illumination, and time. More speci�-
cally, the virtual object has to be positioned at a desired
location in the real scene, and the object must appear at
the correct location in the image (consistency of geome-

try). Also, shading of the virtual object has to match that
of other objects in the scene, and the virtual object must
cast a correct shadow, i.e., a shadow whose characteristics
are consistent with those of shadows in the real scene (con-
sistency of illumination). Lastly, motions of the virtual
object and the real objects have to be coordinated (consis-
tency of time).
In the past, consistency of geometry and consistency of

time have been intensively investigated in the �eld of aug-
mented reality.1 Namely, 3D position sensors of various
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modalities are used for measuring the position and orien-
tation of a user's viewpoint in real time, so that a virtual
object can be superimposed onto the image that the user
is looking at (for instance, [2], [16], [3]).
On the other hand, few methods have been proposed for

using correct illumination to superimpose virtual objects
onto an image of a real scene. This is because real scenes
usually include both direct and indirect illumination dis-
tributed in a complex way and it is not easy to obtain cor-
rect illumination models to be used for augmented reality
systems.
Pioneering work in this �eld was proposed by Fournier

et al. [10]. Fournier et al.'s method takes into account not
only direct illumination but also indirect illumination by
using the radiosity algorithm, which is commonly used for
rendering di�use interreection [5]. This method is e�ec-
tive for modeling subtle indirect illumination from nearby
objects. However, this method requires a user to specify the
3D shapes of all objects in the scene. This object selection
process could be tedious and di�cult if a scene were full of
objects. Also, since this method computes global illumina-
tion using pixel values of an input image, it is required that
the image have a reasonably wide �eld of view. Even so,
this method cannot model direct illumination from outside
of the input image unless a user speci�es the positions of
all lights.

Later, Drettakis et al. [8] extended Fourier et al.'s work.
Drettakis et al.'s method made the creation of the 3D
model much easier using computer vision techniques. They
also introduced the use of a panoramic image built by image
mosaicing to enlarge the �eld-of-view of the input image,
and the use of hierarchical radiosity for e�cient compu-
tation of global illumination. However, this method still
requires a user to de�ne the vertices and topology of all ob-
jects in the scene, and it is often the case that the achieved
�eld-of-view is not wide enough to cover all surfaces in the
scene. This causes the same limitation on direct illumina-
tion outside the input image as in Fournier et al.'s method.

Recently, Debevec [6] introduced a framework of super-
imposing virtual objects onto an image of a real scene with
correct illuminations. This method �rst constructs a light-
based model: a representation of a scene which consists
of radiance information of the surfaces of the scene. The
model is constructed by mapping reections on a spherical
mirror onto a geometric model of the scene.2 To accurately
record the brightness of the reections, a use of a high dy-

2State et al. previously introduced the use of a steel ball to capture
the reections at a single point. The method then placed a virtual ob-
ject at the same location using an environment map texture extracted
from the steel ball image [16].
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namic range image of the scene generated from a series of
images taken with di�erent sensor integration time was ad-
dressed. Then, global illumination was computed among
three scene components: distant scene (light-base model),
local scene (nearby objects), and synthetic objects, while
light reected back to the distant scene was ignored. It was
reported that the method was able to superimpose virtual
objects onto the image with convincing shadings. However,
this method cannot take into account the inuence of the
local scene on the light-base model. Since the light-base
model is constructed separately from the local scene and
light from the local scene to the light-base model is ignored
during the global illumination computation, this method
cannot handle the cases where objects in the local scene
cause a serious radiance change of the light-base model,
e.g, there is a light source in the local scene. Accordingly,
geometries and reectance properties of all objects in the
local scene have to be given a priori, while shape and re-
ectance modeling of real objects itself is a di�cult research
topic. Moreover, as in the previous methods, this method
requires a user's e�orts to construct a light-base model:
specifying a geometric model of the distant scene, selecting
viewing points for observing the mirror so that the reec-
tions on the mirror can cover the entire geometric model
of the scene. A sampling frequency of the reected light
di�ers depending on the 3D geometry of the surface points
on the mirror and the camera's viewing directions. This
could cause poor sampling of the reected light in some
portions of the constructed light-base model. Hence, the
accuracy of the constructed light-base model depends on
the user's e�orts, and this would not be desirable in some
augmented reality applications.

To summarize, the previously proposed methods su�ered
from two di�culties: how to construct a geometric model
of the scene, and how to capture a wide �eld of view of the
scene. With regard to the �rst di�culty, no simple solution
has yet been proposed, and its construction still requires
user's e�orts. With regard to the second di�culty, special
equipment such as a spherical mirror or a panoramic image
built by mosaicing was proposed. However, multiple im-
ages taken from di�erent viewing angles are still necessary
to capture the radiance of the entire scene, and therefore
the image registration process is also required.

The purpose of this study is to present a new, e�cient
method for automatically measuring a radiance distribu-
tion of a real scene and for using it to superimpose virtual
objects appropriately onto a real scene. For consistency of
illumination, the proposed method is able to automatically
measure a radiance distribution of a real scene by using
a set of omni-directional images taken by a CCD camera
with a �sheye lens.

There are three reasons why we use omni-directional im-
ages rather than images taken by a camera with an ordi-
nary lens. First, because of �sheye lens' wide �eld of view,
e.g., 180 degrees, we can easily capture illumination from
all directions from far less number of omni-directional im-
ages. Second, since a �sheye lens is designed so that an
incoming ray from a particular direction is projected onto

a particular point on an imaging plane, we do not have to
concern ourselves with computing directions of incoming
rays and considering a sampling frequency of the incoming
rays. Third, we are also able to use the directions of the
incoming rays for automatically constructing a geometric
model of the scene with �sheye lens' wide �eld of view.
By using omni-directional images, we are able to overcome
the two di�culties that the previously proposed method
encountered
Using an omni-directional stereo algorithm, the proposed

method �rst constructs a geometric model of the scene from
a pair of omni-directional images taken from di�erent lo-
cations. Then radiance of the scene is computed from a
sequence of omni-directional images taken with di�erent
shutter speeds and mapped onto the constructed geometric
model. We refer to this geometric model with the radiance
as a radiance map. The construction of a radiance map
is necessary in order to compute a radiance distribution
seen from any point in the scene. In other words, without
constructing a radiance map, we can determine only the
radiance distribution seen from the particular point where
the omni-directional image was captured. To overcome this
limitation, our method measures the radiance distribution
of the scene as a triangular mesh. Once a radiance map
is constructed as a triangular mesh, an appropriate radi-
ance distribution can be used for rendering a virtual object
and for generating shadows cast by the virtual object onto
the real scene wherever the virtual object is placed in the
scene.

For consistency of geometry, the camera calibration al-
gorithm proposed by Tsai [19] is used for estimating the
transformation between the 3D coordinate system of the
real scene (the world coordinate system) and the 2D coordi-
nate system of an image onto which the virtual objects are
superimposed (the image coordinate system). This camera
calibration algorithm takes into account various kinds of
e�ects, including lens distortion and alignment of a CCD
chip and the optical axis of a lens. As a result, the trans-
formation can be estimated reliably.

In this work, we are not concerned with the consistency
of time, and only static scenes are considered. We assume
that there is no moving object in an image of the real scene,
and therefore we do not have to coordinate virtual object
motions and real object motions.
Our method superimposes virtual objects onto a real

scene by the following three steps:

1. We de�ne the world coordinate system in the real
scene. Then we estimate the transformation between
the world coordinate system and the image coordinate
system.

2. We construct a radiance map of the real scene by using
an omni-directional stereo algorithm.

3. We use the world-to-image transformation and the
real radiance distribution to superimpose virtual ob-
jects with correct geometry and illumination onto an
image of the real scene.

The rest of the paper is organized as follows. Section II
explains how to determine the transformation between the
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world coordinate system and the image coordinate system.
Section III describes how to measure a radiance distribu-
tion of the real scene by using a pair of omni-directional
images. Section IV explains how to superimpose virtual ob-
jects onto the real scene by using the world-to-image trans-
formation and the measured radiance distribution. Section
V shows experimental results of the proposed method ap-
plied to real images of both indoor and outdoor environ-
ments. Section VI presents concluding remarks.

II. Consistency of Geometry

In this section, we describe how to de�ne the world coor-
dinate system in the real scene, and how to determine the
transformation between the 3D coordinate system of the
real scene and the 2D coordinate system of an image onto
which virtual objects are superimposed.

A. De�nition of World Coordinate System

We take an image of the real scene by using a color CCD
camera. Virtual objects are later superimposed onto the
input image. Then we place a calibration board with reg-
ularly spaced dots, e.g., 81 dots in our experiments, in the
scene. Without changing the camera setting, we take an-
other image of the scene so that all dots on the calibration
board appear in the calibration image. (For instance, see
Fig. 5 (b).)

Using the calibration board, the world coordinate sys-
tem is de�ned in the real scene such that a) the calibration
board becomes a plane of z = 0, b) the center dot on the
calibration board becomes the origin of the world coordi-
nate system, and c) two edges of the calibration board are
parallel to the x-axis and the y-axis of the world coordinate
system. Once the world coordinate system is de�ned, we
can place virtual objects at arbitrary locations.

B. Transformation between the World Coordinate System

and the Image Coordinate System

After de�ning the world coordinate system in the real
scene, we estimate the transformation between the world
coordinate system and the image coordinate system. For
this estimation, we use the camera calibration algorithm
proposed by Tsai [19], which is known to be able to es-
timate camera parameters reliably by taking into account
various e�ects causing image distortion, e.g., radial distor-
tion, displacement of the image center, and mismatching
between camera and frame-grabber scanning rate.

Tsai's camera model gives a transformation between a
3D world coordinate system and a 2D image coordinate
system, e.g., the projection of a 3D point in the scene onto
the input image, generating a 3D ray extending from the
camera projection center through an image pixel.

Using the transformation between the world coordinate
system and the image coordinate system, we can compute
where a virtual object appears in the input image once the
object is placed in the real scene.

III. Consistency of Illumination

In the following subsections, we explain how to measure a
radiance distribution of a real scene; this distribution will
then be used for rendering virtual objects superimposed
onto the real scene.

In Section III-A, we describe an omni-directional stereo
algorithm for determining the 3D location of distinct fea-
tures in the scene such as a uorescent lamp on a ceiling.
After the 3D locations of distinct features are obtained, the
whole shape of the scene is approximated as a 3D triangular
mesh whose vertices are the obtained features (Section III-
B). In Section III-C, we describe how to estimate a scene
radiance from an irradiance measured as the brightness of
the omni-directional image. Then the brightness of the
omni-directional image is used for determining the radi-
ance distribution of the scene whose shape is obtained as a
triangular mesh.

A. Locations of Distinct Features from Omni-directional

Stereo

A CCD camera with a �sheye lens3 is used to take omni-
directional images of the real scene. The camera is placed
at two known locations in the scene to capture two omni-
directional images from di�erent locations.

The imaging system used in our method is illustrated
in Fig. 1. C1 and C2 are the camera projection centers
at each of the two locations. These two locations, C1 and
C2, are known a priori as a user places the camera at these
locations. In this paper, we denote the omni-directional
image taken at C1 as FEV 1, and the other one taken at
C2 as FEV 2.

A real scene contains a very wide range of radiance.
Therefore, due to the limited dynamic range of a CCD cam-
era, pixel values of an image taken with one shutter speed
cannot measure radiance in the scene accurately. To avoid
this problem, multiple images taken with di�erent shut-
ter speeds are combined to produce each omni-directional
image with a virtually extended dynamic range [7].

φ

θ

A
B

A
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r=fθ

FEV

c1 c2

FEV1 FEV2

Fig. 1. omni-directional image acquisition system

33CCD color camera (Victor KYF-57) and �sheye lens (Fit Corpo-
ration FI-19 with �eld of view of 180 degrees)
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The �sheye lens used in the image acquisition system is
designed so that an incoming ray to the lens is projected
onto an imaging plane as

r = f� (1)

where f is the focal length of the lens, r is the distance
between the image center and the projection of the ray,
and � is an incident angle of the ray (Fig. 1).
Using this projection model, the incident angle of the

ray is given as � = r=f , where r is determined from the
image coordinate of the point corresponding to the ray.
For instance, if a direct light source appears as a point in
the omni-directional image, the direction from the camera
projection center to the light source is determined from the
image coordinate of the point in the image.
Most of the incoming light energy in a real scene comes

from direct light sources such as a uorescent lamp or a
window to the outside, while the rest of the incoming light
energy comes from indirect illumination such as reection
from a wall. For this reason, it is important to know the
accurate locations of direct light sources to represent an
illumination distribution of a real scene.
Fortunately, direct light sources usually appear as signif-

icantly bright points in an omni-directional image. There-
fore, it should be relatively easy to identify direct light
sources in the image. In our method, we extract feature
points with high contrast in the two omni-directional im-
ages FEV 1 and FEV 2 by using the feature extraction al-
gorithm proposed by Tomasi and Kanade [17]. In the al-
gorithm, an image pixel with high gradient values in two
orthogonal directions, e.g., a corner point, is extracted as
a feature point.
After feature points are extracted in FEV 1 and FEV 2,

3D coordinates of points in the real scene corresponding
to the extracted feature points are determined by using a
stereo algorithm [9].
Consider a 3D line that extends from the camera pro-

jection center through the extracted feature point on the
image plane. The 3D line is given as

L1(t) = C1 + tv1i (i = 1;2; � � � ;N) (2)

L2(s) = C2 + sv2j (j = 1;2; � � � ;N) (3)

where N is the number of the extracted feature points,
C1 and C2 are the camera projection centers, v1i and v2j

are the directional vectors of the 3D line, and t and s are
scholar values of the line for FEV 1 and FEV 2, respec-
tively.
As described in the beginning of this section, C1 and C2

are known a priori, and v1i and v2j are given as

v = [sin�cos�; sin�sin�; cos�]: (4)

Hence, the two lines L1(t) and L2(s) are de�ned uniquely
for the extracted feature points.
Once we have obtained 3D lines corresponding to the

extracted feature points in FEV 1 and FEV 2, we establish

correspondence of the 3D lines between FEV 1 and FEV 2.
If a feature point i in FEV 1 and a feature point j in FEV 2
correspond to the same 3D point in the scene, the 3D lines
obtained from the two feature points L1(t) and L2(s) must
intersect. Then a coordinate of the 3D point is determined
from the intersection of the two lines.

However, due to various kinds of errors such as an er-
ror in C1 and C2, and an error in v1i and v2j, the two
lines may not intersect. Therefore, we consider that the
two lines intersect if the distance between the two lines is
su�ciently short. The distance between the two 3D lines is
given by substituting t and s from the following equations
into Equation (2) and Equation (3) [11].

t =
Detf(C2 � C1);v2i;v1i � v2jg

jv1i � v2jj2
(5)

s =
Detf(C2 � C1);v1i;v1i � v2jg

jv1i � v2jj2
(6)

If a 3D line from one omni-directional image, e.g., FEV 1,
has multiple candidates for a matching line from the other
omni-directional image, e.g., FEV 2, we select a matching
line in FEV 2, so that the feature point in FEV 2 has a pixel
coordinate closest to that of the feature point in FEV 1.

B. The Entire Shape of the Scene

In the previous section, we described how to determine
3D coordinates of distinct points in the real scene such as a
uorescent lamp on a ceiling and a window to the outside.
However, 3D coordinates of the remaining part of the real
scene cannot be determined in the same manner. This part
includes a wall, a ceiling, and other object surfaces that
act as indirect light sources and therefore do not appear as
distinct points in omni-directional images.

In our method, 3D coordinates for that part are approx-
imated by using the 3D coordinates of distinct features in
the scene. In particular, we generate a 3D triangular mesh
by using the distinct feature points. First, we construct a
2D triangular mesh by applying 2D Delaunay triangulation
to the extracted feature points in FEV 1. That determines
the connectivity of a 3D triangular mesh whose vertices
are the 3D points corresponding to the feature points in
FEV 1. Then, using the connectivity, a 3D triangular mesh
is created from the 3D feature points.

The obtained triangular mesh approximates an entire
shape of the real scene, e.g., the ceiling and walls of a room,
which act as direct or indirect light sources.

Note that the �sheye lens we used in our experiments
has a �eld of view of 180 degrees, and therefore we can
obtain only the upper half of the scene model from a pair
of the omni-directional images. Thus, a horizontal ground
plane is assumed and added to the model as a lower half of
the model in our experiments. However, if it is necessary,
we are able to obtain the lower half of the model by using
another omni-directional image pair which captures the left
part of the scene.
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C. Radiance Distribution of the Scene

After the shape of the real scene is obtained as a trian-
gular mesh, the radiance of the scene is estimated by using
the brightness of the omni-directional images.
First, we explain the relationship between the radiance

at a point on an object and the irradiance at the corre-
sponding point in an omni-directional image. The radiance
L of a small patch in the real scene (�O in Fig. 2) can be
computed from the irradiance Ec at a small patch on the
imaging plane �I . This irradiance on the imaging plane is
measured as a pixel brightness in FEV 1 or FEV 2.
As shown in Fig. 2, consider a small patch on a real

object surface �O that acts as a light source, and a small
patch �I on an imaging plane. In Fig. 2, d is the diameter
of the �sheye lens, f is the distance from �I to the lens, z
is the distance from the lens to �O, � is the angle between
the surface normal at �O and the ray from �O to the lens
center, � is the angle between the lens optical axis and the
ray from �O to the lens center, and � is the angle between
the lens optical axis and the ray from �I to the lens center.
The apparent area of the patch �I as seen from the center

of the lens is �I cos�, while the distance of this patch from
the center of the lens is f= cos�. Thus, the solid angle
subtended by the patch �I is �Icos�=(f=cos�)2.
Similarly, the solid angle of the patch �O as seen from

the center of the lens is �Ocos�=(z=cos�)2.
Since the ratio of the two solid angles is (d�

d�
)2, we must

have

�Icos�

(f=cos�)2
= (

d�

d�
)2

�Ocos�

(z=cos�)2
(7)

From the projection model of the �sheye lens, we have

� = tan�1� and d�

d�
= datan(�)

d�
= 1

1+�2 . Equation (7)
becomes

�O

�I
=
cos3(tan�1�)

cos� cos2 �
(
z

f
)2(1 + �2)2: (8)

Next, we need to determine how much of the light emit-
ted by the surface makes its way through the lens. The
solid angle subtended by the lens, as seen from the patch
�O, is


 =
�

4

d2cos�

(z=cos�)2
=
�

4
(
d

z
)2cos3�: (9)

Thus, the power of the light originating on the patch and
passing through the lens is

�P = L�Ocos�
 = L�Ocos�
�

4
(
d

z
)2cos3� (10)

where L is the radiance of the surface in the direction to-
ward the lens.
Since no light from other areas in the scene reaches the

patch �I, we have

Ec =
�P

�I
= L

�O

�I

�

4
(
d

z
)2cos3�cos� (11)

β

δΙ f Z

θ

α

δΟd

Fig. 2. scene radiance and image irradiance

Substituting Equation (8) into Equation (11), we �nally
obtain the equation that represents the relationship be-
tween the irradiance on the imaging plane and the radiance
on the object surface in the scene:

Ec = L
�

4
(
d

f
)2(1 + �2)2cos3(tan�1�)cos� (12)

However, this equation cannot be used to measure irra-
diance values in the unit of Wm�2 because the equation
does not take into account other factors such as D/A and
A/D conversions in a CCD camera and a frame grabber.
By compensating for (1 + �2)2cos3(tan�1�)cos�, we can
measure values proportional to real irradiance. The scal-
ing factor can be determined by measuring brightness of
the same light source, using both a CCD camera and a
photometer, a task which was not performed in this work.
Next, we project the omni-directional image FEV 1 onto

the 3D triangular mesh to assign color texture to the mesh.
The assigned color texture at a point on the triangular
mesh represents the irradiance of the corresponding point
in FEV 1. Therefore, by converting values of the assigned
color texture into the radiance L using Equation (12), we
�nally obtain the radiance distribution of the scene.

IV. Superimposing Virtual Objects onto a Real

Scene

In the previous sections, we described how to determine
the transformation between the world coordinate system
and the image coordinate system (consistency of geometry
in Section II), and how to measure a radiance distribution
of the real scene (consistency of illumination in Section
III). In this section, we explain how to superimpose virtual
objects onto the real scene by using the transformation and
the measured radiance distribution.
First, we describe how to use the radiance map to com-

pute the total irradiance at a point on a virtual object
surface or a point on a real object surface. Then, we ex-
plain how to compute the color of a virtual object surface
and how to generate the shadow cast by a virtual object
using the computed irradiance.
It should be noted that superimposing virtual objects

without knowing the shapes and reectance properties of



IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 5, NO. 1, MARCH 1999 6

all nearby objects results in the fact that we cannot model
the interreections between the real objects and the virtual
objects. To take the interreections into account, we need
to compute the global illumination in the same manner as
in Fournier et al.'s method [10]. However, it is required to
de�ne or estimate shapes and reectance properties of all
nearby objects in order to do so. Rather, in this paper, we
make the rendering process simple, and we consider only
the emitted light from the radiance map.

A. Total Irradiance from Real Illumination

For rendering a surface of a virtual object and for gener-
ating the shadow cast by a virtual object, a total irradiance
at the surface from the radiance map has to be obtained.
Consider an in�nitesimal patch of the extended light

source, of size ��i in polar angle and ��i in azimuth (Fig.
3). Seen from the center point A, this patch subtends a
solid angle �! = sin �i��i��i. If we let L(�i; �i) be the
radiance per unit solid angle coming from the direction
(�i; �i), then the radiance from the patch under considera-
tion is L(�i; �i) sin �i��i��i, and the total irradiance of the
surface is

E =

Z �

��

Z �
2

0

L(�i; �i) cos �i sin �id�id�i (13)

where the radiance L is measured as shown in Equation
(12) [12].
To compute the irradiance E, the double integral in

Equation (13) needs to be approximated by discrete sam-
pling over the entire hemisphere. In our method, nodes of
a geodesic dome [4] are used for the discrete sampling. For
each of the nodes, the radiance of a corresponding point in
the real scene is used as the radiance of the node. Consider
a ray from a point on a virtual object surface to the node.
A color texture at an intersection of the ray and the 3D
triangular mesh described in Section III-B is obtained as
the radiance.
Nodes of a geodesic dome are uniformly distributed over

the surface of a sphere. Therefore, by using N nodes of
a geodesic dome in a northern hemisphere as a sampling
direction, the double integral in Equation (13) can be ap-
proximated as a sampling at equal solid angle �! = 2�=N .
The number of the nodes N can be adjusted by changing
the sampling frequency of a geodesic dome.
Using the discrete sampling, Equation (13) can be ap-

proximated as

E =

NX
i=0

2�

N
L(�i; �i) cos �i: (14)

Note that a radiance does not depend on the distance
between a viewpoint and a light source. Therefore, the
distance from the point on the virtual object to the real
scene does not a�ect the radiance. Also, we assume that
the real scene reects or emits light as a perfect Lambertian
plane. That is to say, at each surface point in the scene,
light energy is emitted equally in all directions. Due to this
assumption, we do not consider directional light sources

(a)
φ

θ

n

A

(b) δφ

n

A

δθi

i

Fig. 3. (a) the direction of incident and emitted light rays (b) in-
�nitesimal patch of an extended light source

such as spotlights in our method. However, by combining
multiple omni-directional images taken from di�erent loca-
tions, our method could be extended to model changes of
a radiance, depending on viewing directions.

B. Ray Casting for Superimposing Virtual Objects

For superimposing virtual objects onto an input image
of a real scene, the ray casting algorithm is used as follows.

1. For each pixel in the input image of the real scene,
a ray extending from the camera projection center
through the pixel is generated by using the transforma-
tion between the world coordinate system and the im-
age coordinate system. Then it is determined whether
a ray intersects a virtual object or a real object in the
scene, e.g., a tabletop.

2. If the ray intersects a virtual object, we consider that
the pixel corresponds to a point on the virtual object
surface. Then we compute a color to be observed at
the surface point under the measured radiance distri-
bution of the real scene using a reection model. The
computed color is stored in the pixel as the surface
color of the virtual object at the pixel.

3. Otherwise, we consider that the pixel corresponds to
a point on a real object surface. Then we modify an
observed color at the point on the real object surface,
so that a shadow cast by the virtual object onto the
real object is generated.

We are not concerned here with the problem of occlusion
because it is beyond the scope of this paper to measure
accurate 3D shapes of real objects.4 We assume that a
virtual object always exists between the camera projection
center and real objects in the scene. In other words, seen
from the camera projection center, a virtual object exists
only in front of real objects, and a real object never oc-
cludes the view of the virtual object. If a more dense 3D
depth map is obtainable from the process of constructing
a radiance map, we can make full use of the depth map for
the problem of occlusion.

4Techniques for determining correct occlusion between virtual and
real objects using the shapes of the real objects are called Z-key. For
instance, see [13].
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C. Rendering Virtual Object Surface

As described in the previous section, if a ray through
an image pixel intersects a virtual object, the color at the
intersection under the measured radiance distribution is
computed, and the color is stored at the image pixel as the
color of the virtual object surface.
For computing the color on the virtual object surface, a

simpli�ed Torrance-Sparrow reection model [14], [18] was
used in our method. The reection model for the radiance
distribution shown in Equation (14) is represented as

Im = Kd;m

NX
i=0

Lm(�i; �i)S(�i; �i)cos�i (15)

+ Ks;m

NX
i=0

Lm(�i; �i)S(�i; �i)
1

cos�r
e
�(�i;�i)

2

2�2

m = R, G, B

where �i is the angle between the surface normal and the
direction to each point light source, �r is the angle between
the surface normal and the viewing direction, (�i; �i) is
the angle between the surface normal and the bisector
of the light source direction and the viewing direction,
S(�i; �i) are shadow coe�cients where S(�i; �i) = 0 if other
surface point on the virtual object occludes L(�i; �i), and
S(�i; �i) = 1 otherwise. Kd;m and Ks;m are constants for
the di�use and specular reection components, and � is the
standard deviation of a facet slope of the Torrance-Sparrow
reection model. Kd;m and Ks;m are simply given for vir-
tual objects, or they can be determined for real objects by
using Sato et al.'s method [15]. Also, the constant 2�=N in
Equation (14) is included in the constants Kd;m and Ks;m

in Equation (15).

D. Soft Shadow Cast by a Virtual Object

If a ray through an image pixel does not intersect with a
virtual object, the image pixel corresponds to a point on a
real object surface. The virtual object may occlude some
of incoming light to the point on the object surface. Thus,
the color of the image pixel needs to be modi�ed, so that
a shadow cast by the virtual object is created on the real
object surface.
A shadow cast by a virtual object is created as follows:
1. Obtain a 3D coordinate of a point on a real object

surface where a ray through an image pixel intersects the
real object. We know the shape of the plane onto which
a virtual object is placed, because a plane of z = 0 is
de�ned on the plane as explained in Section II-A. Hence,
we compute an intersection between the ray and the plane
of z = 0, and generate shadows cast on the plane. In
this work, we do not deal with shadows cast by virtual
objects onto real objects other than the plane. However,
our method can be easily extended to handle other real
objects if their shapes are obtained from the process of
constructing a radiance map or by other means.
2. Compute a total irradiance E1 at the surface point

from the radiance distribution of the real scene. In this

case, a virtual object does not occlude incoming light at
the surface point (Fig. 4.a). As described in Section IV-A,
the total irradiance E1 can be computed using Equation
(14).
3. With a virtual object placed in the real scene, com-

pute a total irradiance E2 at the surface point that is not
occluded by the virtual object. In this case, the virtual
object occludes some of the irradiance from the real scene
(Fig. 4.b) . As a result, the total irradiance E2 becomes
smaller than the total irradiance E1. The total irradiance
E2 can be obtained as

E2;m =

NX
i=0

2�

N
S(�i; �i)Lm(�i; �i)cos�i m = R;G;B

(16)

where S(�i; �i) = 0 if the virtual object occludes L(�i; �i),
and S(�i; �i) = 1 otherwise.5

4. Compute the ratio of the total radiance E2 to the
total radiance E1. Then multiply the ratio E2=E1 to the
color at the intersection between the ray and the plane of
z = 0. The ratio represents how much of the irradiance
at the intersection would still be preserved if the virtual
object were placed in the scene.
By multiplying the ratio E2=E1 to the observed color of

the image pixel Im, we obtain the color I 0m that would be
the color of the image pixel if there were a virtual object.
A similar discussion can be found also in [10].

I 0m = Im
E2;m
E1;m

m = R;G;B (17)

E
(b)

1 E2
(a)

Fig. 4. total irradiance (a)without virtual objects (b)with virtual
objects

V. Experimental Results

We have tested the proposed method by using real im-
ages taken in both indoor and outdoor environments. First,
we described experimental results for an indoor environ-
ment in Section V-A, and then in Section V-B we presented
experimental results for an outdoor environment.

A. Experimental Results for an Indoor Scene

An image of a tabletop and miscellaneous objects on the
tabletop in our laboratory was taken. From the same cam-

5Alternatively, instead of just blocking the radiance L(�i; �i), the
scene radiance of the blocking surface point could be used as a sec-
ondary light source with it's own radiance.
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input image(a) calibration image(b)

(c)FEV1 FEV2

Fig. 5. (a) input image (b) calibration image (c) omni-directional
images

Fig. 6. measured radiance distribution

era position, another image of the tabletop with a calibra-
tion board was taken. The input image and the calibration
image are shown in Fig. 5 (a) and (b).

First, regularly spaced dots on the calibration board were
extracted in the calibration image to determine their 2D
image coordinates. From pairs of the 2D image coordinates
and the 3D world coordinates that were given a priori, the
transformation between the world coordinate system and
the image coordinate system was estimated by using the
camera calibration algorithm as described in Section II.

By using the imaging system illustrated in Fig. 1, two
omni-directional images of the scene, e.g., the ceiling of the
laboratory in this experiment, were taken. Fig. 5 (c) shows
the two omni-directional images.

First, feature points were extracted from each of the
omni-directional images as described in Section III-A. Then

Fig. 7. images synthesized with our method

Fig. 8. images synthesized with our method: appearance changes
observed on a metallic hemisphere

pairs of corresponding feature points in the two omni-
directional images were found to determine 3D coordinates
of the feature points. Finally, a triangular mesh was con-
structed from the feature points to represent the radiance
distribution of the scene as explained in Section III-B. How-
ever, due to the lack of distinct feature points along the
oor in the scene, the obtained triangular mesh did not
include vertices along the oor. Therefore, vertices repre-
senting the oor were automatically added afterward based
on the assumption that the size of the oor was approxi-
mately the same as the size of the reconstructed ceiling.

Fig. 6 shows the obtained triangular mesh that repre-
sents the radiance distribution as its color texture, called
a radiance map. The reconstructed scene model shows the
size of the room within an error of 8 percent.

Using the world-to-image transformation and the radi-
ance distribution of the scene, a virtual object was super-
imposed onto the input image of the scene as explained in
Section IV. To generate the images in Fig. 7, 1048 nodes
of a geodesic dome were used for sampling the radiance
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(c)

input image(a) calibration image(b)

FEV1 FEV2

Fig. 9. (a) input image (b) calibration image (c) omni-directional
images

Fig. 10. measured radiance distribution

distribution from the scene.6

In the images synthesized by our method, shading of the
virtual object blends well into the scene. Also, the virtual
object casts a shadow with a soft edge on the tabletop in
the same way as do the other objects in the scene.

To demonstrate the e�ectiveness of constructing a radi-
ance map as a geometric model of the scene with its radi-
ance value, we superimposed a metallic hemisphere at three
di�erent locations on the tabletop. The synthesized results
are shown in Figure 8. Using the geometric information of
the radiance map, an appropriate radiance distribution is

6The model of the mug used in the images was created by using the
method proposed by Sato et al.[15].

Fig. 11. images synthesized with our method

computed at each location of the object and is used for su-
perimposing the object, along with correct shadings, onto
the scene . As a consequence, appearance changes are ob-
served on the object surface as it moves on the tabletop.

B. Experimental Results for an Outdoor Scene

We also applied our method to real images taken in an
outdoor environment. The input images used in this ex-
periment are shown in Fig. 9.

In the same way as with the indoor images, the transfor-
mation between the world coordinate system and the image
coordinate system was estimated by using the calibration
image. Then, the two omni-directional images of the out-
door scene were used to compute the radiance distribution
of the scene. The obtained radiance distribution is shown
as a color-textured triangular mesh in Fig. 10.

From this �gure, we can see that the shape of the outdoor
scene was captured reasonably well. In the radiance distri-
bution as a color-textured mesh, the sky is represented as a
planar region extending between the tops of the surround-
ing buildings because the sky did not contain any distinct
feature points to be used as vertices of the triangular mesh.

Using the radiance distribution of the outdoor scene, sev-
eral virtual objects were superimposed onto the input im-
age of the scene. Fig. 11 shows the superimposed images.
The virtual objects that we used in this experiment are a
shiny metallic sphere, a rough metallic dodecahedron, and
a yellow matte cube, all of which are oating at the same lo-
cation in the outdoor scene. We can see that shadings and
shadows are represented appropriately in the synthesized
images by using our method. In particular. the reection
of the surrounding buildings appears appropriately on the
metallic sphere. Unless the real radiance distribution of the
scene is used as in our method, a convincing reection on
a virtual object as shown in this �gure cannot be created.
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VI. Conclusions

In this paper, we proposed a new method for superim-
posing virtual objects onto an image of a real scene by
taking into account the radiance distribution of the scene.
In our method, a camera calibration algorithm is used

for matching geometry between virtual objects and the real
scene. For matching illumination, the radiance distribution
of the real scene is measured by using two omni-directional
images of the scene.

Unlike the previously proposed methods, our method can
automatically measure an entire radiance distribution of
the scene by using multiple omni-directional images. As
a result, our method can superimpose virtual objects with
convincing shadings and shadows onto the real scene. In
addition, we obtain the radiance distribution as a triangu-
lar mesh representing the approximate shape of the scene.
Therefore, a correct radiance distribution can be used for
rendering virtual objects and generating shadows cast by
the virtual objects wherever the objects are placed in the
real scene.

To demonstrate the e�ectiveness of the proposed
method, we have successfully tested our method by us-
ing real images taken in both indoor and outdoor environ-
ments.
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