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ABSTRACT 
 
For the purpose of efficient audio coding at low rates, a 
new bit allocation strategy is proposed in this paper. The 
basic idea behind this approach is “Give bits to the band 
with the maximum NMR-Gain/bit” or “Retrieve bits 
from the band with the maximum bits/NMR-Loss”. 
The notion of “bit-use efficiency” is suggested and it can 
be employed to construct a bit assignment algorithm oper-
ated at band-level as compared to the traditional frame-
level bit assignment methods. Based on this strategy a 
new bit assignment scheme, called Max-BNLR, is de-
signed for the MPEG-4 AAC. Simulation results show 
that the performance of the Max-BNLR scheme is signifi-
cantly better than that of the MPEG-4 AAC Verification 
Model (VM) and is close to that of TB-ANMR [3], which 
is the (nearly) optimal solution. Moreover, the Max-
BNLR scheme has the advantages of low computational 
complexity comparing to TB-ANMR. 
 

1. INTRODUCTION 
 
Many highly efficient and high quality audio coding 
schemes have been developed and proposed to meet the 
growing demand of multimedia applications. The MPEG-
4 Advanced Audio Coding (AAC) is one of the most re-
cent audio coder specified by the ISO/IEC MPEG stan-
dards committee [1]. It is a very efficient audio compres-
sion algorithm aiming at a wide variety of applications, 
such as Internet, wireless, and digital broadcast arenas [2]. 
For the applications where the bandwidth is very limited, 
the low rate audio coding with good quality becomes es-
sential. 

The procedure of bit assignment is one of the most 
important elements in audio coding. Particularly, when 
bits are scare, how to make the best use of the limited bits 
is critical in producing the best quality audio. Up to now, 
the popular strategies on bit assignment are as follows 
([2][3][5]). 
1. “Give bits to the band which has the largest value of 

NMR (perceptual distortion).” 
2. “Give bits to the bands of which the distortion is larger 

than the masking threshold”.  

In these strategies, the bit-use (giving away bits) is con-
sidered at frame-level and only the value of distortion is 
taken into consideration at band-level. Hence, it is hard to 
control the bit-use efficiency (the NMR improvement due 
to adding one bit) at band level and thus results in a less 
efficient compression scheme. 

In this paper, we suggest the notion of bit-use effi-
ciency and propose a new strategy to improve the bit-use 
efficiency, which can be evaluated at band-level. More-
over, a new bit assignment scheme based on this new 
strategy is proposed for MPEG-4 AAC.  

The organization of the paper is as follows. Section 2 
describes the aforementioned new strategy. A new AAC 
bit assignment scheme is delineated in section 3. Finally, 
the complexity analysis and the simulation results are pre-
sented in section 4. 
 

2. EFFICIENT BIT-USE STRATEGY 
 
How to make use of the bits more efficiently is always the 
key issue in audio coding. The traditional strategies, “Giv-
ing bits to the band with the largest NMR” or “Giving bits 
to the bands of which the distortion is larger than masking 
threshold”, do not necessarily provide the best bit-use 
efficiency. For example, there are two candidate bands, A 
and B, and their NMR characteristics are listed in the table 
below. Which band should the first available bit be as-
signed to? In this table, NMR-Gain/bit means the gain in 
NMR by allocating one bit to this particular band. A more 
precise definition of NMR-Gain/bit will be given in sec-
tion 3. 

Band NMR (dB) NMR-Gain/bit 
A 3.5 0.5 
B 3 1.5 

Following the traditional strategy, we would assign this 
one bit to band A; however, considering the bit-use effi-
ciency, this one bit should be assigned to band B so that 
the overall NMR reduction is maximized. The essence of 
this new strategy can be summarized by the following 
statements. 
“Give bits to the band with the maximum NMR-
Gain/bit” or “Retrieve bits from the band with the 
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maximum bits/NMR-Loss”, where bits/NMR-loss is the 
number bits we save if we give away one unit of NMR. 
 

3. MAX BITS/NMR-LOSS BIT ASSIGNMENT 
SCHEME 

 
In this section, a new bit assignment scheme designed for 
MPEG-4 AAC based our new strategy is described. First, 
we define NMR-Gain/bit and bits/NMR-Loss by the fol-
lowing equations. 

=− bitGainNMR /  
)/()( refnewnewref bitsbitsNMRNMR −−    (1) 

and  =− LossNMRbits /  
)/()( refnewrefnew NMRNMRbitsbits −− .    (2) 

Figure 1 is the block diagram of the Max bits/NMR-Loss 
based bit assignment scheme. Each step in Figure 1 will 
be elaborated in the following sub-sections. 

Pre-Processing

Bits/NMR-Loss Analysis

Adjust SF of the SFB
with max Bits/NMR-Loss

Total coding bits
< prescribed bits

No

Yes
 

Figure 1. Max bits/NMR-Loss bit assignment scheme 
 
3.1. Pre-Processing 

The pre-processing step is to initialize two of the major 
parameters in the bits/NMR-Loss analysis: the reference 
NMR and the reference bits. There are no particular val-
ues associated with these parameters and thus the design 
of the pre-processing is case-dependent. In our implemen-
tation, we set the reference NMR=1 (0dB) for all the scale 
factor bands (SFB) at the beginning of processing a frame. 
After that, the reference scale factor (SF) for each SFB 
and the reference bits are calculated based on the input 
audio data. 
 
3.2. Bits/NMR-Loss Analysis and SF Adjustment 

In this scheme, only one SF value (of one SFB) is ad-
justed in one adjustment iteration. The detailed process is 
described below. 
1. Initialization. Get the reference bits (Bref), and the refer-

ence SFs (sfref) and NMRs (NMRref) for all SFBs 
(N_SFB SFB in total) from the pre-processing step. 

Start the max bits/NMR-Loss analysis from the first 
SFB and thus set the SFB index i=1. 

2. Find the local max bits/NMR-Loss ratio of the ith SFB, 
iBNLR , by computing 

   
{ }

iiref

irefisfsfrefsfi

sfsfsfandsf

NMRNMRBBBNLR

max,,

,, )/()(max

≤<∀

−−=
 

   The sfB is the new value of the total coding bits in the 

current frame if the SF value (of the ith SFB) is 
changed from irefsf , to isfsf , . The isfmax, is the SF value 

that quantizes all the spectral coefficients in the ith SFB 
to zero. The local optimal SF (of the ith SFB), ioptsf , , is 

the SF with the maximum BNLR. The local optimal 
coding bits of the ith SFB, ioptB , = 

ioptsfB
,

, is also re-

corded. 
3. If i<N_SFB, update i to i+1 and go to step 2. 
4. Find the global maximum bits/NMR-Loss ratio, 

BNLRglobal, by computing 
    { } SFBNiiBNLRBNLR iiglobe _0,max <≤∀=  

The global optimal SFB, sfbglobal, is the SFB that has the 
BNLRglobal. Then, the global optimal SF, sfglobal, is the 
local optimal SF of the sfbglobal-th SFB. Similarly, the 
global optimal coding bits, Bglobal, is the coding bits of 
the sfbglobal-th SFB. 

5. Set the SF of the sfbglobal-th SFB to sfglobal. Update pa-
rameters for the sfbglobal-th SFB; that is, 

globalsfbref sfsf
global

=,  and 
globalglobalglobal sfbsfsfbref NMRNMR ,, = . 

6. Compare Bglobal to the prescribed rate, B . If Bglobal > B , 
update refB to Bglobal and go to step 2. 

Note that, in performing the local maximum bits/NMR-
Loss ratio analysis in step 2, only the SF of one SFB that 
is being examined is modified. The SF of the other SFBs 
are kept unchanged. 
 
3.3. Trellis-Based Optimization on HCB 

Total coding bits calculation in step 2 in the Bits/NMR-
Loss Analysis (in sub-section 3.2) is one of the most 
computational-intensive processes. When the SF for each 
SFB is determined, the quantized spectral coefficients are 
also fixed. Before calculating the total coding bits, the 
HCB for each SFB has to be chosen first. The MPEG-4 
AAC Verification Model (VM) has a simple algorithm for 
this purpose; however, a more efficient algorithm is 
needed for HCB decision. Thus, we adopt the Viterbi-
based approach in this paper.  
The problem for finding the optimal HCB can be reformu-
lated as minimizing the following cost function: 
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     ),( 1 ii
i

iHCB hhRbC −∑ += ,                        (3) 

where ib  is the coding bits of the quantized spectral coef-
ficients for the ith SFB, ih is the HCB for the ith SFB, and 
R is the run-length coding function (bits needed) for cod-
ing HCB. We find that the contribution of ih to HCBC  
depends only on the previous choice, 1−ih . Therefore, the 
minimization of HCBC  can be achieved by finding the 
optimal path through the trellis using the Viterbi algo-
rithm. 

A trellis is thus constructed for minimizing HCBC . 
Each stage in the trellis corresponds to an SFB and each 
state at the ith stage represents a HCB candidate for this 
scale factor band. In other words, for the ith stage, if a 
path passes through the mth state, the mth HCB is em-
ployed for encoding the ith SFB. The Viterbi search pro-
cedure is outlined below. 

The kth state at the ith stage is denoted by ikS ,  and the 
minimum accumulative-partial cost ending at ikS , is de-
noted by ikC , . The transition cost from 1, −inS  to imS ,  is 

),( ,1, imin hhR − . 
1. Initialize mCm ∀= ,00, . Initialize i=1. 
2. Search. m∀ , the best path ending at imS ,  is found by 

computing  
)},({min ,1,,1,, iminiminnim hhRbCC −− ++=  

3. If i < N, set i = i+1 (SFB) and go to step 2. 
 
3.4. Fast algorithm for Bits/NMR-Loss Analysis 

The most time-consuming computation in this bit assign-
ment scheme is the trellis-based HCB optimization for 
coding bits calculation in step 2 (Search). For each SF 
modification in step 2, the new value of total coding bits 
needs to be recalculated. Therefore, for one SF adjustment 
iteration, we need to perform )( ,max, irefi sfsf −  times trel-
lis-based HCB optimization processes for the local 
bits/NMR-Loss analysis. Hence, the total number of calcu-
lations for finding the global maximum bits/NMR-Loss is  

∑
=

−
SFBN

i
irefi sfsf

_

1
,max, )( .                                              (4) 

There are at least two ways to reduce computations. One 
is to reduce the complexity of the trellis-based HCB opti-
mization; the other is to reduce the number of trellis-based 
HCB optimization.  

By analyzing the local optimal parameters, ioptsf , and 

iBNLR , we find some interesting properties. 
1. The average value of the difference between the local 
optimal SFs of the mth and the (m+1)th iterations, 

avesfdiff , is often close to zero. 

∑
∉

+ −×
−

=
Si

m
iopt

m
ioptave sfsfabs

SFBN
sfdiff )(

)3_(
1

,
1
, , 

where }1,,1{ +−= m
global

m
global

m
global sfbsfbsfbS and m

globalsfb  is 

the global optimal SFB of the mth SF adjustment iteration. 
2. The average value of the difference between the local 
max bits/NMR-Loss ratio of the mth and the (m+1)th itera-
tion, aveBNLRdiff , is typically quite small. 

∑
∉

+ −×
−

=
Si

m
i

m
iave BNLRBNLRabs

SFBN
BNLRdiff )(

)3_(
1 1

Using these two properties, we can drastically reduce the 
number of bits/NMR-Loss analyses (trellis-based HCB 
optimizations). We only need to perform the bits/NMR-
Loss analysis on three SFBs after the first SF adjustment 
iteration. 
 

4. SIMULATION RESULTS 
 
The computational complexity and objective quality based 
on our simulations are summarized in this section. The 
bits assignment schemes used in comparison are as fol-
lows.  
(1) The MPEG-4 VM of AAC (VM-TLS) without modifi-
cation.  
(2) The modified MPEG-4 VM of AAC (VM-TLS-M), in 
which the HCB decision algorithm is replaced by the TB-
HCB optimization procedure described in section 3.3.  
(3) The trellis-based ANMR optimization (TB-ANMR) 
and the MNMR optimization (TB-MNRM), which are 
implemented as described in [3] and [4].  
(4) The normal and fast max bits/NMR-Loss schemes 
(max-BNLR).  
Ten audio files with sampling rate 44.1K are used as test 
sequences. Two of them are extracted from MPEG SQAM 
[6], and the others are from EBU [7]. 
 
4.1. Computational complexity 

The storage and computational complexity of one iteration 
in various schemes are summarized in Table 1. 

Table 1. Complexity Analysis  

 Search complexity Storage 
VM-TLS 1 -- 

VM-TLS-M 212 ×N_SFB 12×N_SFB 
TB-ANMR
TB-MNMR

2)260( × × 212 ×N_SFB 60×2×12×N_SFB

Max-BNLR N_SFB×Ave_SF× 212 ×N_SFB 12×N_SFB 
Fast 

Max-BNLR
※ (a) (N_SFB×Ave_SF 

× 212  ×N_SFB) 
(b) 3×Ave_SF × 212  ×N_SFB 

12×N_SFB 

※ (a) is only for the first iteration; all the rest are using (b) 
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In this table, Ave_SF is the average number of SF tested 
for the max BNLR analysis for each SFB and its typical 
value is around 17 or so. Table 2 is the statistics collected 
from the simulations on audio sequences. It is clear that in 
terms of computational requirement: 
Fast Max-BNLR<< Max-BNLR<< TB-ANMR(MNMR) 

Table 2. Statistics on Computational Complexity 

 Average 
iteration 
/frame 

Average TB 
HCB optimi-

zations/ 
frame 

Average TB 
HCB optimi-

zations/ 
iteration 

Complexity 
ratio 

TB-
ANMR 

(MNMR) 

12 14400*12 14400 1 

Max-
BNLR 

50 10103 10103/12 = 
842 

1/17 

Fast 
Max-
BNLR 

50 1153 1153/12 = 96 1/150 

 
4.2. Objective results 

Two common objective quality measurements, average 
noise to mask ratio (ANMR) and maximum noise to mask 
ratio (MNMR) [5], are adopted in the performance com-
parison. Note that, in evaluating distortion, the NMR is set 
to 0 dB if the original NMR value is less than 0 dB. The 
rate-distortion curves of six bit assignment schemes are 
shown in Figures 2 and 3. (Note: TB-ANMR and TB-
MNMR are similar algorithms aiming at two different 
target NMRs.) We can find that the ANMR performance 
of the Max-BNLR scheme is almost as good as that of 
TB-ANMR. There is almost no loss of ANMR perform-
ance in using the fast algorithm for Max-BNLR either. 
The MNMR values of TB-ANMR, Max-BNLR and Fast 
Max-BNLR are also similar. The characteristic of the pro-
posed Max-BNLR scheme is closer to that of TB-ANMR 
as compared to TB-MNMR. Again, TB-ANMR and TB-
MNMR are the optimal solutions tuned for their target 
cost functions, ANMR and MNMR, respectively [3][4]. 
 

4. CONCLUSIONS 
 
In this paper, we propose a new concept, bit-use effi-
ciency, for improving audio coding performance. Fur-
thermore, a new bits assignment scheme based on this 
new concept (strategy) is proposed for MPEG-4 AAC, 
named Max-BNLR. Simulation results show that the 
Max-BNLR scheme has a performance close to TB-
ANMR and is much better than the MPEG VM. In addi-
tion, its computational complexity is much lower than that 
of TB-ANMR. 
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Figure 2. ANMR rate-distortion analyses 
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Figure 3. MNMR rate-distortion analyses 
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