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Abstract-Scene composition is a method widely used in 

movie and TV production. Merging two sets of 3D videos into one 

is a very challenging task. There are several main issues on video 

composition. Our focus is compositing two sets of videos with 

different camera motion parameters. The key techniques are the 

camera motion estimation and view synthesis technique used to 

produce the synthesized motion-compensated background video. 

We propose a refined backward warping technique for view 

synthesis and adopt the ICP algorithm to calculate the camera 

motion parameters. 

I. INTRODUCTION 

Scene composition is a method widely used in movie and 
TV production. The process is started by taking two different 
3D video sequences acting as foreground and background, 
respectively. The first step is to adjust the orientation of 
background camera to match that of the foreground camera. 
The motion of the background camera should also matches the 
foreground camera. If both cameras are stationary, camera 
motion compensation will not be necessary. However, if any 
of the camera is not stationary, motion compensation is needed. 
Based on the new camera orientation and motion parameter, a 
new background sequence is synthesized. 

The view synthesis process is used to create virtual views 
from the different views taken from several camera positions 
[1]. The view synthesis process consists of two steps: ( l) 
warping of two nearest real views and (2) views merging. The 
backward warping method was considered to be better than the 
conventional forward warping method [2]. In the backward 
warping method, the position of a pixel is mapped backward 
from target view to the reference view. This method resolves 
the cracks or missing pixel value problem that may occur in 
forward warping. 

Backward warping itself, however, is not perfect. There 
are some artifacts that may occur in the backward depth 
warping process. One of the tools that can be used to reduce 
the artifacts is the superpixel technology which was fust 
introduced in [3]. Some previous studies use superpixel to 
refine the synthesized depth map [4] or to do hole-filling in 
depth warping result [5]. 

II. BACKWARD DEPTH WARPING 

In the traditional depth warping algorithm, the forward 
depth warping (FDW) method is applied to the depth maps of 
both views to generate the virtual view depth map. This 
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method, however, creates some cracks between pixels as 
shown in Fig. l(b). In order to tackle this problem, the 
backward depth warping (BDW) method has been developed 
[6]. In BDW, we map the coordinates of pixels from the target 
view to the reference view; therefore, the cracks previously 
stated occur much less. 

(a) (b) (c) 
Fig. 1. Examples of depth warping. (a) The original depth. (b) The forward 
warping result. ( c) The backward warping result. 

The original forward depth warping follows the equation: 
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From the above equation, we can derive a more general 
warping equation, 

where 

A = QvQr -t, b = Qv(cr - cv) 
Qr = Kr . Rr, Qv = Kv . Rv 

(2) 

(3) 

(4) 

(5) 

Kv and Kr denote the intrinsic camera parameters of virtual 
view and reference view, respectively. Rv and Rr denote the 
rotation matrix of virtual view and reference view, respectively. 
tv and tr denote the translation matrix of virtual view and 
reference view, respectively. 

In backward depth warping, we need Zv to solve the 
equation. However, there is a chicken-and-egg paradox. We 
cannot obtained the depth value of virtual view before the 
warping process is completed; therefore, we need to try every 
possible value ranged in [0 255]. In practical situation, the 



pixel positions are floating numbers. Therefore, rounding all 
the values may cause matching errors. In order to fix this 
problem, the equation is changed to 

(6) 

where z', u', and v' are floating numbers representing the 
derived depth value and positions of a pixel in the reference 
view. An error function is defined to represent the difference 
between these calculated positions and the actual positions in 
reference view. 

E = min (ur -U')2 + (vr -V')2 
ur=lu'J or [u'l 
vr=lv'J or[v'l (7) 

+ (D(ur, Vr) -Z')2 
where D(ur, vr) is the disparity at (ur, vr) . Let z' 

= Z'" u' and v' 

can be derived based on the first minimum E is obtained while 
trying every possible z" values in descending order. As shown 
in Fig. l(c), cracks can be effectively removed with the BDW 
method. 

III. PROPOSED BACKWARD WARPING REFINEMENT 

ALGORITHM 

The joint bilateral filter (JBF) [7] is a modified version of 
the bilateral filter [8], which uses the information in a low 
resolution depth image and its associated high resolution color 
image together to upsample the depth image. The JBF-based 
depth upsampling assume that the occurrences of edges 
between depth and color image are highly correlated [7]. The 
upsampled solution Sp at the pixel p is obtained as: 

Sp = kl I SqJ(llp! -q! II)g(lllp -lq II) (8) p q.E!l 

where P! and q! are the pixels in a low resolution image. Sq. is 
the pixel value at q. in a low resolution depth image. Ip and lq 
are pixel values at p and q in a high resolution color image. n 
is the neighborhood ofp! and kp is a normalizing term.f() and 
gO are the spatial and range filter kernel, respectively. 

The JBF-based approaches were widely used to depth 
image upsampling [9, 10]. However, the existing methods of 
depth image refinement suffer from two major artifacts [11]: 
edge blurring and edge misalignment. The edge blurring 
artifacts occur when the color image has no edges, whereas the 
corresponding depth image has an edge. Then, the JBF behaves 
as a smoothing filter and lower the contrast of edges in the 
depth image. To reduce this type of artifacts, in addition to the 
spatial and color range filter kernel, we include the depth range 
kernel. Furthermore, instead of JBF, the superpixel method is 
adopted in this work. 

Our proposed warping refinement algorithm uses 
superpixel technique to fix nonocclusion holes that occur 
during the depth warping process. First, we generate 
superpixels from the reference image and do the backward 
depth warping. When performing the depth warping, we label 

each pixel in target view with its corresponding superpixel 
number. We check the warping result for nonocclusion region 
and fill in the region with the average depth value of the 
corresponding superpixel. The flowchart of the proposed 
algorithm is shown in Fig. 2. 

Fig. 2. Flowchart of proposed backward warping refinement 

A. Super pixels Generation 

In this method, we use SLIC superpixel described in [12]. 
In the original SLIC superpixel algorithm, the distance 
measure used is defmed as: 

{d1ab = .J (lk -liF + (ak -aiF + (bk - biF 
dxy = .J (Xk -xiF + (Yk -YiF 

m Ds = d1ab + Sdxy 
(9) 

Similar to the JBF, the superpixel method also include a range 
distance d/ab and a spatial distance dxy. In the JBF method, both 
distance measures are adopted to decide the strength of 
smoothing. On the other hand, in the superpixel method, both 
distances are counted to decide whether two pixels belong to 
the same segment or not. Hence, edges will be better preserved 
if we consider the superpixel segmentation outputs. Thus, in 
our method, we use superpixel to refme depth warping result. 
Hence, we want to include the depth information in addition to 
the color information. We redefme the distance measurement 
Ds as: 

d1ab = .J (lk - U2 + (ak -ai)2 + (bk -bi)2 
dxy = .J (Xk -Xi)2 + (Yk -YY 
ddePth = .J (Zk -Zi)2 + (Zk -Zi)2 

m 
Ds = Wi d1ab + W2ddepth + 5 dxy 

(10) 

As aforementioned, in addition to the spatial and color 
range filter kernel, the depth range kernel is also adopted to 
reduce the edge smoothing artifact. We further adjust the 
weighting of our superpixel by simplifying the distance 
measurement as 

(11) 

where the weight Wi and W2 are adjusted to satisfy Wi < W2 and W3 defines the compactness of the superpixels. 
Adjusting the weighting variables may, however, cause 

some problems. In some cases, parts of image with similar or 
same depth value which belong to different objects may be 
segmented into a single superpixel as shown in Fig. 3. Due to 
the purpose of superpixels in this paper, this situation is not 



acceptable. One superpixel should not belong to more than one 
object. 

Fig. 3. Example of problem caused by weighting adjustment on superpixels 

In order to tackle this problem, the edge information is 
also used. First, an edge detection algorithm is applied to the 
image to obtain the edge information as shown in Fig. 4(b). 
Upon getting the edge information, it is then overlapped with 
the superpixel contours as shown in Fig. 4(c). The resulted 
contour is the union of edge contour and the original superpixel 
contour. It becomes the new superpixel segmentation result. 

(c) 
Fig. 4. Combining clustered superpixel in (a) with (b) edge information to get 
the ( c) final superpixel segmentation 

B. Backward Depth Warping 

We use the backward depth warping method as described 
in Section II. However, in addition to depth value mapping, we 
also map the superpixel number of each pixel from reference 
view to target view. The superpixel number is what we used in 
the process of filling up the depth value of nonocclusion holes. 

C. Nonocclusion Holes Detection and Filling 

There are two types of holes that may occur during the 
depth warping process: (1) occlusion holes and (2) 
nonocclusion holes. We want to reduce the number of 
nonocclusion holes since the pixels within the holes actually 
belong to certain objects. We defme nonocclusion holes as the 
holes which are surrounded by pixels inside a superpixel. 
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Fig. 5 Examples of types of holes where (a) and (b) shows non-occlusion 
holes while (c) shows occlusion hole 

As an example shown in Fig. 5(a), a hole is surrounded by 
pixels inside a single superpixel. However, in some cases the 
hole may be surrounded by more than one superpixes. In the 
case shown in Fig. 5(b), we define the hole to be a part of a 
superpixel if at least 70% of the surrounding pixels belong to 
the same superpixel. The hole in Fig. 5( c) is surrounded by 
pixels not from the same superpixel; therefore, it is classified 
as occlusion hole and no hole-filling process will be done. 

The non occlusion holes are filled with the average depth 
value of the corresponding superpixel. Another way of doing 
the hole-filling using superpixel is by applying the warping 
algorithm for each superpixel separately and perform 
inpainting as in [13] to fill in the hole at each superpixel. 

IV. CAMERA MOTION COMPENSA nON 

Background and foreground may have different camera 
motion parameters; hence, we need to align them. We want to 
adjust the movement of the background camera to follow that 
of the foreground. In order to do so, we need to first extract the 
camera motion parameters of both cameras. 

A. Camera Motion Estimation Using Iterative Closest Point 
Algorithm 

Our proposed method uses the Iterative Closest Point (lCP) 
Algorithm [14] to estimate the camera motion parameter. ICP 
is a well-known technique in computer graphics. The basic 
idea of ICP is to get 2 sets of point clouds as the input, one acts 
as target and the other one as the source cloud. The algorithm 
applies a transformation on the source cloud in order to match 
the target cloud. The resulting transformation matrix can be 
considered the camera motion parameter. 



B. ICP Point Cloud Generation 

In order to generate 2 sets of point clouds, we take 2 
consecutive frames from the video sequence and select N 
points from each frame. After getting the N points, we project 
the 2D points onto real world coordinate (X, Y, Z). Our point 
selection starts at the center of an image. We iteratively take 
the points with an interval 1 from the center moving outward. 
The point selection method is shown in Fig. 6. 

I n 
L � I 

Fig. 6 Point selection for ICP Input 

C. ICP Optimization 

Camera motion estimation needs to be done throughout 
the whole video sequence. In order to reduce the processing 
time, some acceleration technique is used. Let T be the 
transformation matrix and T, be transformation from frame ito 
frame (i + 1). Assuming the camera transition between frames 
is consistent, we can assume that 

(12) 

In the original ICP algorithm, T is always initialized as O. 
However, in our case, we use Ti as the initial transformation 
matrix for frame (i + 1) to (i + 2). This approach reduces the 
number of iterations needed in the ICP process. 

V. EXPERIMENTAL RESULTS 

We test two MPEG sample sequences, Poznan and 
Lovebird, with the proposed algorithm. As shown in Fig. 7(a) 
and (b), the depth maps are not perfect because they are 
estimated based on the disparity between the left and right 
views. If we synthesize a virtual view in the middle of left and 
right views with the original depth map, many artifacts appear 
in the synthesized images. On the other hand, after the depth 
map was refined using the proposed method, the artifacts 
which caused by nonocclusion holes are greatly reduced and 
the synthesized result is much better as shown in Fig. 7( c). 
Another example was shown in Fig. 8. 

We also compare the results of backward depth warping 
before and after applying the proposed refinement method. Fig. 
9 is the comparison between backward depth warping with and 
without refinement. We observe that the quality of the depth 
map can be improved by using the superpixel technique to fill 
in the detected nonocclusion holes. 

(c) 
Fig. 7. Results of applying the proposed method on Poznan Street sequence: 

(a) left reference view, (b) right reference view, (c) synthesized view 

(c) 
Fig. 8 Results of applying proposed method on Lovebird sequence: (a) left 
reference view, (b) right reference view, (c) synthesized view 



(a) (b) (c) 
Fig. 9. Comparison between (a) reference depth map, (b) backward depth 
warping result, (c) backward depth warping with superpixel refinement result 

Finaly, we test the scene composition with our motion 
compensation method on the PoznanHall sequence and 
Lovebird sequence. The couple in Lovebird sequence acts as 
the foreground and PoznanHall sequence acts as the 

background. The background sequence which has camera 
motion to the left while the foreground camera is stationary. 
Therefore, we can test our motion compensation method. We 
synthesize each frame on background sequence to match the 
stationary camera of the foreground. Without motion 
compensation, the relative movement bewteen the foreground 
and background is mismatched, and thus the composition 
result is unreal as shown in Fig. 10(a). On the other hand, if the 
motion of background is compensated with the proposed ICP 
method, the relative movement between the foreground and 
background is matched and the composition result is more real 
as shown in Fig. lOeb). 

(a) (b) 
Fig. 10 Scene composition results. (a) Example of scene composition without 
motion compensation; notice that the background camera moves to the left 
(b) Scene composition result after applying camera motion compensation; 
notice that the background camera is stationary. 

VI. CONCLUSIONS 

The backward depth warping method can significantly 
reduce artifacts produced in the forward depth warping method. 
However, some artifacts may still occur in the process. The 

proposed algorithm uses a newly proposed popular superpixel 
as a tool to improve the depth warping result. Often, the quality 
of synthesized view depends on the quality of the synthesized 
depth map. By minimizing the artifacts in depth warping result, 
we can produce a better quality image. 

ICP algorithm was employed to estimate camera motion 
parameter of video sequences. In the process of applying ICP 
on consecutive frames, we can reduce the number of iterations 
by setting the previous transformation as the starting 
transformation of the current frame. 
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