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ABSTRACT 

A view synthesis problem is to generate a virtual view based on 
the given one or multiple views and their associated depth maps. 
We adopt the depth image based rendering (DIBR) approach in 
this paper for synthesizing the new views. No explicit 3D model-
ing is involved. Another component of this study is the popular 
commodity RGB-D (color plus depth) cameras. The color and 
depth images captured by a pair of RGB-D cameras (Microsoft 
Kinect for Windows v2) are our inputs to synthesize intermediate 
virtual views between these two cameras. Several methods in-
clude depth to color warping, disocclusion filling, and color to 
color warping are adopted and designed to achieve this target. One 
of our major contributions is a new disocclusion detection 
algorithm proposed to improve the disocclusion filling result. Fur-
thermore, an improved camera calibration method is proposed to 
make use of the additional depth information. Good quality syn-
thesized views are shown at the end.  

Index Terms — View synthesis, camera calibration, back-
ward warping, disocclusion filling, depth map, Kinect 

1. INTRODUCTION 

One key element of 3D and VR (Virtual Reality) systems is virtual 
view synthesis, constructing a new view (image) based on one or 
more given views. When the number of views is pretty large, the 
cost to transmit all views may be too expensive. Instead, the inter-
mediate views can be synthesized from a few received views. Af-
ter two videos plus their corresponding depth are captured, addi-
tional intermediate views can be rendered using depth image 
based rendering (DIBR) techniques [1]. 

Recently, there has been an increasing number of RGB-D 
cameras available at commodity prices, such as Microsoft Kinect 
and Intel Realsense. These cameras can capture both color and 
depth images in real time. Hence, they are very suitable for devel-
oping a real-time virtual view synthesis system. In this paper, we 
propose a view synthesis prototype system, in which we use im-
ages and depth map captured by Kinect for Windows v2 to syn-
thesis intermediate virtual views between two RGB-D cameras. In 
our algorithm, at first, the original depth map is mapped to the 
original color image. We use the backward warping method to 
avoid generating cracks. Second, an improved disocclusion detec-
tion method is proposed to detect the disocclusion areas and then 
fill up them. Third, an improved camera calibration method is pro-
posed to find the projection matrix between two RGB-D cameras. 
Fourth, the captured left and right color images are warped to an 
intermediate view based on their corresponding depth maps. Fi-
nally, a simple blending method is adopted to generate the virtual 
view image. 

2. DEPTH TO COLOR WARPING  

The proposed double RGB-D cameras system is composed of two 
Kinect v2 cameras. For view synthesis applications, which use 
color and depth image jointly, it is critical to know the calibration 

parameters of the sensors. The resolution of the original depth 
map captured by Kinect v2 (512 424) as shown in Figure 1(b) is 
much lower than that of the original color image (1920 1080) as 
shown in Figure 1(a). Although the color camera calibration prob-
lem has been thoroughly studied in the literature [2, 3], the joint 
calibration of depth and color images presents a few new chal-
lenges [4] including: (1) feature points such as the corners of 
checkerboard patterns are often indistinguishable from other sur-
face points in the depth image; (2) the boundary points in the 
depth image are usually unreliable due to unknown depth recon-
struction mechanisms; (3) most commodity depth cameras pro-
duce noisy depth images. In this work, we use the MapDepth-
FrameToColorSpace function in Kinect for Windows SDK to 
map the depth map to the color image as shown in Figure 1(c). 
However, if the off-the-shelf function is not available for some 
RGB-D cameras, we can use the camera calibration method de-
scribed in Section 4 to obtain the calibration parameters of the 
RGB-D camera pairs. Note that the depth value of pixels on the 
left and right sides are unavailable due to the different angles of 
views between depth and color sensors. In the following processes, 
we truncate both sides of the color and depth images by the red 
lines indicated in Figure 1(a) and (d). 
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Figure 1. Depth to color warping and disocclusion filling. (a) The original 
color image captured by Kinect v2. (b) The original depth map captured 
by Kinect v2. (c) The warped depth map. (d) The disocclusion filled depth 
map. 

3. DISOCCLUSION DETECTION AND FILLING 

After the depth map is mapped to the color image, some 
disocclusion regions appear due to the distance between depth and 
color sensors. Note that disocclusion regions always locate along 
the transition zones between the foreground and the background 
regions, where the depth levels are different between these two 
regions [5]. To detect the disocclusion regions, we examine a row 
of pixels from the reference view. Let a pixel p = (px, py) on the 
reference view be projected to the position  in the 
synthesized view. After having processed pixel p, the next pixel 
to be processed is q = (px + 1, py) and its projected position 

. To reduce false alarms, we combine two disocclusion 



detection methods [6, 7] to form a tighter disocclusion detection 
condition as follows. 

, (1) 

where D(i, j) is the depth value at position (i, j) and T is a pre-
defined threshold value typically in the range of 3 to 5. However, 
some false alarms still occur due to the noisy depth map.  

To resolve this problem, we propose a disocclusion constant 
to remove these artifacts. As illustrated by Figure 2, pixel D in the 
(image) view of depth sensor is mapped to pixel A in the view of 
the color camera; therefore, the region between B and C is 
disoccluded. We are looking for the relationship between d’, the 
width of disocclusion region on the image, and r1, the depth of 
foreground, and r2, the depth of background. At first, based on 

ABC, d’ can be derived as follows. 

 (2) 

where d is the width of disocclusion region in a scene and f is the 
focal length. Similarly, based on ABC, d can be derived as fol-
lows. 

 (3) 

Finally, based on ABD, w’ can be calculated by 
 where w is the distance between the central axis of 

color camera and the central axis of depth camera. By substituting 
w’ back into Eq. (3), d can be expressed by Eq.(4). 

 (4) 

Similarly, by substituting d back into Eq. (2), d’ can be derived as 

 (5) 

Hence, we obtained the relationship between d’, r1, and r2 as fol-
lows. 

 (6) 

where DC is constant because w and f are both fixed values for a 
captured image and depth map. We call this constant DC, the 
disocclusion constant. If the calculated DC value is out of a range, 
some of the disocclusion regions detected by Eq. (1) are incorrect. 
This constraint can be used to filter out most false alarm cases. 

 
Figure 2. The illustration of the proposed disocclusion constant (DC). The 
disocclusion region between B and C appear in the image when the camera 
viewpoint is moved from D to A. 

Note that often the depth map is, in fact, a disparity map. The 
depth value detected by Kinect v2 is in millimeter (mm). There is 
a fixed mapping rule from a depth value to a (unique) disparity 

value and vice versa. Therefore, we use these two terms, depth 
map and disparity map, interchangeably.  

In practice, it may not be convenient to access the actual val-
ues of w and f. To estimate an approximate value of DC, we collect 
data and calculate the distribution of DC based on measured 
points p’ and q’ in Eq. (1). As shown in Figure 3, we observed that 
most DC values are in the range of [2000, 3000]. Hence, a new 
constraint can be used to detect the invalid disocclusion regions 
using the following inequality,  

 (7) 

In summary, a new disocclusion detection method is proposed 
based on the following two constraints: 

1. Two horizontally connected pixels in the original depth map 
are separated in the warped depth map and the depth value of 
the right pixel should be closer to the camera than that of the 
left pixel as described in Eq. (1). 

2. The ratio of Eq. (6) is set to be in the range of [2000, 3000] 
based on our experiments.  

 
Figure 3. The histogram of disocclusion constant of the disocclusion re-
gions, detected by the aforementioned disocclusion detection method. 

For the holes originated from disocclusion, it is proposed to 
be filled always using the neighboring pixels that belong to the 
background. After the disocclusion regions are detected, we 
simply filled the disocclusion interval between p’ and q’ using the 
depth value of p’ as shown in Figure 1(d). 

4. CAMERA CALIBRATION 

Since the proposed system consists of two RGB-D cameras, it is 
essential to identify the camera parameters through the camera 
calibration process. Our target is to derive the projection matrix 
from the left camera to the right camera and vice versa. As shown 
in Figure 4, the Word Coordinate System (WCS) is related to the 
Camera Coordinate System (CCS) by a rotation matrix R and a 
translation matrix t. Hence, a point Pw in the WCS can be repre-
sented as a point Pcam in the CCS as follows [8], 

R  (8) 

If we denote the camera’s intrinsic parameters matrix as A, then 
Pw will be projected onto a pixel P on the camera plane and its 
coordinate can be derived as  

R  (9) 

Note that traditionally, the image coordinate system is two-dimen-
sional on the image plane and the color camera calibration prob-
lem has been thoroughly studied in the literatures [2, 3]. However, 
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to include the depth information in P, the image coordinate system 
is three-dimensional in this work. Therefore, M is a 4 4 mapping 
matrix that projects a point in the WCS to a point on the image 
plane. 

Assume Pa and Pb are coordinates of a point P in WCS pro-
jected to camera a and camera b, respectively. According to Eq. 
(9), Pa and Pb can be expressed as follows 

 (10) 
(11) 

where Ma and Mb are the mapping matrix of camera a and camera 
b, respectively. To obtain the relationship between Pa and Pb, P 
can be calculated by using the inverse matrix method as follows 

 (12) 

Then, we obtain the relationship between Pa and Pb by substituting 
Eq. (12) into Eq. (10) as follows, 

 (13) 

Equation (13) can be simplified as 

 (14) 

where  is the projection matrix which project pixels 
in image coordinate of camera b to that of camera a. 

 
Figure 4. Extrinsic parameters of a camera. 

To compute the projection matrix H, we may need N control 
points that specify the corresponding point pairs between camera 
a and camera b. Then, Eq. (14) can be derived as  

 (15) 

Finally, the least-squares (pseudo inverse) method can be used to 
calculate an optimal (in MSE) H’ as follows. 

 (16) 

The corners of checkerboard patterns are often used as the 
control points due to its high contrast and precise location. How-
ever, to quickly verify the proposed method, we manually pick up 
16 control points on the corresponding positions of left and right 
images as shown in Figure 5. Then, the coordinates of each con-
trol point and the depth value of these points are combined to form 
Pa1 to Pa16 and Pb1 to Pb16. Finally, the H’ and H’-1 can be 
computed by using Eq. (16). 

  
 (a) (b) 
Figure 5. The manually selected control points in (a) right image and (b) 
left image, respectively. 

5. FORWARD WARPING AND BLENDING 

We now consider a virtual view synthesized only between two 
reference views. Hence, we can project both left and right refer-
ence image onto an intermediate view by multiplying the transla-
tion elements (tx, ty, and tz shown in Figure 6) in the matrix H’ and 
H’-1 by a fraction number in the range of [0, 1]. For example, to 
project both the left and right images onto the middle point of two 
camera views, we can multiply the translation elements in matri-
ces H’ and H’-1 by 0.5 and the projection results are shown in Fig-
ure 7(c) and (d), respectively. 

 

Figure 6. The translation elements in projection matrix H’ and H’-1. 

To blend pixels from different reference views being warped 
to the same position, one option is to average the two synthesized 
pixels derived based on two reference views. But there are cases 
that one view has holes (noise, occlusion, etc.) or the associated 
depth values are not consistent. The more sophisticated algorithm 
is needed to produce better visual quality. Due to the page limit, 
the details are not discussed here. In this work, we simply filled 
the holes in one synthesized image with the pixel in the other.  
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 (c) (d) 
Figure 7. The forward warping results. (a) and (b) The original images 
captured by left and right cameras, respectively. (c) The projected image 
which is warped from the left image. (d) The projected image which is 
warped from the right image. Holes are due to occlusion and noise. 

6. RESULTS AND DISCUSSIONS 

To synthesize a series of intermediate virtual views, we multiply 
the translation elements in the matrices H’ and H’-1 by 0.2, 0.4, 
0.6, and 0.8. Then, the projected left and right images are blended 
into these 4 views as shown in Figure 8(a) (d), respectively.  

The final synthesized results are generally satisfactory. How-
ever, the produced image quality can be further improved by the 
following methods. 1) The depth map contains rather strong noise 
and missing pixels, which lead to wrong decisions in disocclusion 
detection and amendment. 2) The disocclusion filling result of the 
warped depth map can be improved by a more sophisticated 
method such as inpainting [9]. 3) For camera calibration, the man-
ually selected control point coordinates may be inaccurate and the 
conventional checkerboard calibration with automatic corner de-
tection may produce more accurate transformation matrices. 4) 
The color transfer method [10] can be adopted in the blending 
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process to reduce the color difference between two reference im-
ages. 5) The Laplacian pyramid method [11] can be adopted in the 
blending process to smooth the boundary between the original re-
gions and filled regions. Furthermore, Tian et al. [12] have men-
tioned that the pin-hole errors can be commonly observed along 
the depth boundaries. Such errors are mainly caused by the fact 
that there are not sufficient sampling points in the color image and 
depth image along the depth discontinuities in the reference view, 
so the pin-hole errors may still exist even with perfect depth maps. 
However, splatting [13] is a well-known technique to reduce such 
problems. Some of the above-mentioned methods are in progress 
and will be reported shortly. 
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 (c) (d) 
Figure 8. Synthesized images, (a) (d). They are projected by multiplying 
the translation elements in the projection matrix by 0.2, 0.4, 0.6, and 0.8, 
respectively. 

7. CONCLUSIONS 

In this work, the virtual view images are synthesized based on two 
RGB-D images captured by two Kinect v2 cameras. A series of 
processes are adopted and designed to accomplish the view syn-
thesis goal. These steps include depth to color warping, 
disocclusion filling, camera calibration, forward warping, and im-
age blending. Particularly, our contributions are on the 
disocclusion region detection/compensation and RGB-D camera 
calibration. The falsely detected disocclusion regions are often in-
correctly filled, and thus produce significant visual artifacts. 
Hence, an improved disocclusion detection method is proposed to 
reduce these false detections. In our experiment, most falsely de-
tected disocclusion regions can be effectively removed by the pro-
posed method. Moreover, we modify the traditional two-dimen-
sional RGB camera calibration method so that it can be used to 
calibrate the RGB-D camera. Our method not only performs the 
color to color camera calibration but also does the depth to color 
calibration. We demonstrate that the simple RGB-D cameras can 
be used to build a virtual view system and good quality interme-
diate can be synthesized.  
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