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ABSTRACT

The goal of this paper is to study the impact of MPEG en-
coding algorithms from a system-level design viewpoint.
An area-time estimation tool is developed to extract the tim-
ing requirement and silicon area for various combinations of
hardware modules and algorithms. After complemented the
design of several modules in an MPEG encoder, we found
that the motion estimation and rate control modules con-
sume most part of the silicon area in the encoding chip. We
also evaluated the entire chip area of a few cases for two pic-
ture formats. The methodology and results presented here
should provide useful guidelines in selecting an appropriate
MPEG encoding algorithm for VLSI design.

1. INTRODUCTION

The goal of system-level VLSI design is selecting or de-
signing proper algorithms and architectures to achieve a low
chip fabrication cost and good coding performance. It is of-
ten observed that a properly chosen algorithm can signifi-
cantly reduce the hardware cost. However, it is unlikely for
a system-level designer to implement all possible candidate
algorithms and calculate their exact silicon area and perfor-
mance. We need a chip area estimation tool that can provide
arough silicon area estimate at algorithm level. On the other
hand, silicon area is not the only cost measure of an indus-
trial product such as an MPEG encoder. There are tradeoffs
among various hardware costs and performance factors in
designing an MPEG VLSI chip. Without detailed analysis
on the encoder modules, it is difficult, relying only on the
heuristics, to choose a well-designed algorithm/architecture
that ensures a good performance and keep a minimum cost.

Although the MPEG decoder is well-defined by the ISO
standards, the MPEG encoder is not completely specified in
the standard. Therefore, in addition to the selection of hard-
ware architectures, we chose different encoding algorithms
for each module in the encoder. The goal of this paper is
to show how the MPEG coding algorithms affect the VLSI
design. Hence, it is not our intent to devise new or better ar-
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chitectures for a specific component in the MPEG encoder,
but rather we like to demonstrate how different coding algo-
rithms would affect the chip area, picture quality, peripheral
devices, etc. To achieve this goal, one of our contributions
is to propose a method to estimate the timing requirement
and chip area for a particular choice of architecture and al-
gorithm. The methodology proposed here in evaluating the
algorithm efficiency is quite general, and thus the results
found in this study should also be useful to the VLSI design
of other types of complicated systems.

2. AREA-TIME ESTIMATION MODEL

An area-time estimation method is developed to extract the
area-time information for various algorithms and architec-
tures combinations in this paper. This tool can estimate the
silicon area and I/O bandwidth of an MPEG module for
a given set of design parameters including picture format,
search range, circuit architectures, and various algorithms.
A simplified flowchart of this tool is shown in Fig. 1. The re-
sults of the area-time estimate can identify the critical mod-
ules in designing the MPEG coder from the system-level
design viewpoint.

The area-time estimation tool is composed of three major
units: clock speed estimation, structure description, and
area estimation. In the clock speed estimation unit, the tim-
ing requirement of each hardware component is calculated
based on the parameters of picture format. The bandwidth
requirement of the external RAM is also specified by this
unit. The structure of MPEG encoder described in the sec-
ond unit (structure description) is the core of this tool. This
unit converts the system functional descriptions into struc-
tural descriptions using the Architecture Library. The archi-
tecture library contains pre-defined architectures of various
subsystems in an MPEG coder, e.g., six motion estimation
modules, two variable wordlength coding (VLC) modules,
etc. A compression algorithm is transformed into logical
level hardware component description using these existing
structures. The resultant structure description and timing
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requirement are sent to the silicon area estimation unit to
estimate the chip area.

In order to do so, a Component Library is constructed,
which contains a number of key IC components such as
adders and multipliers. They are pre-designed using Syn-
opsys and a 0.6 pm single poly double metal (SPDM) stan-
dard cell library. Different design parameters such as pic-
ture format and architecture may lead to different clock rate
requirement and word length. These requirements are used
to pick up proper versions of components. Then, the total
chip area is the sum of all the component areas. In case
that a specific clock rate or word length is not included in
the pre-designed component library, interpolation function
is performed to obtain a rough estimate of component sili-
con area.

3. MPEG ENCODER STRUCTURE

The block diagram of our MPEG encoder structure is shown
in Fig. 2. Specifically, the memory management module
acts as an interface between the processing modules and
the external RAM, because the memory access bandwidth
is a bottleneck in the encoder chip. The RISC controller
performs the functions of bit allocation, rate control, and
the other coding parameters adjustment. The operations of
DCT/IDCT and VLC modules are defined by the standards.
Hence, algorithm variations will by and large appear on the
Motion Estimation and the Coding Control (implemented
by a RISC processor) modules. Since the impact of motion
estimation algorithms and rate control algorithms on VLSI
design have been reported in [1] and [2], respectively, this
paper focuses on the overall MPEG encoding chip design.

Due to limited space, the processing modules that use ex-
isting architectures can only be briefly summarized. The
Motion Estimation module performs the function of block-
matching motion estimator. Many motion estimation algo-
rithms can be implemented using this basic systolic array
structure but their chip areas are rather different. To sim-
plify the comparison, only the exhaustive search (M Ey.y1)
and the three step search (M Eis,) which represents fast
searching algorithm are included here.

The frame memory processor module (FMP) is used to per-
form the function of motion compensation at encoder. It im-
itates the job of decoder to reconstruct the reference frame.
The discrete cosine transform (DCT) has been widely rec-
ognized as an efficient technique for image compression and
is adopted in many image standards. The L X L size 2D-
DCT is decomposed into two length L 1D-DCT. A direct
implementation of an L length 1D-DCT requires 2L3 opera-
tions. Several architectures have been proposed to reduce its
computational complexity. For example, one popular archi-
tecture uses the systolic array [3], whereas another approach

uses the distributed architecture [4]. Both approaches are in-
cluded in the Architecture Library.

In MPEG encoding system, the quantization module (Quan)
is essentially a division operation. There are two division
operations included in this module. One way to implement
the divisional operation is to use a shift-add array. However,
we can also implement it by a multiplier and an approxima-
tion of the reciprocal of the divisor stored in ROM. Many
structures of VLC codec have been suggested to support
various coding applications. They can roughly be classi-
fied into two types: with or without the barrel shifter. For
example, in Lei’s structure [5], the parallel concatenation of
codewords is done by three barrel shifters, which means it
can send a codeword in one clock cycle. On the other hand,
Prasanna’s structure [6] does not require the barrel shifter.

The Rate Control module (RCTL) is an essential element
in a video coding system in order to transmit the coded
bit-stream over a constant bit-rate channel. To our knowl-
edge, the existing rate control algorithms can be classified
into three groups according to their quantizer selection op-
eration, i.e., buffer-feedback method (RCT Lrss), bud-
get planning method (RCT Lgp), and optimal bit alloca-
tion method in rate-distortion sense (RCT Lopr). These
three algorithms have been analyzed and compared in {2]
based on the criteria of silicon area, size of internal buffer,
and image quality. Memory management module (MMM
or MMU) is also an important part in the encoder chip, be-
cause a serious bottleneck exists in the data acquisition from
the external DRAM.

4. EXPERIMENTAL RESULTS
4.1. Area Estimation

As an example, the MPEG encoder chip area for two pic-
ture formats and two motion vector search ranges is shown
in Table 1. In this table, the meaning of Quan, FMP, and
MMU are described in Sec. 3. They are the modules for
quantizer, frame memory processor, and memory manage-
ment. The items of DCTy and DCT, are the DCT module
using the distributed architecture [4] and systolic array ar-
chitecture [3], respectively. V LC; and V LC; are the VLC
module with and without the barrel shifter {S][6].

One may notice that the area of the exhaustive search mo-
tion estimation (M Ey,y) and the optimal bit allocation al-
gorithms (RCT Lopr) are approximately 10 times larger
than the other units and thus they become the dominate fac-
tor. For larger sizes of pictures, three-step search is more
practical. This table also shows that the budget planning
rate control algorithm has a significant advantage in hard-
ware cost while maintains a comparable rate-distortion per-
formance. The architecture selection of certain modules has
an impact on chip area such as DCT, while the others do
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not make much difference such as VLC. Since our area esti-
mation model cannot be very precise, the actual silicon area
would be somewhat different from our estimates.

In additional to ordinary computational complexity of com-
pression algorithm, the on-chip buffer size is very critical in
VLSI realization. However, due to asynchronous pipeline
modules in the MPEG coding chip, internal buffers are nec-
essary to store the temporary data generated by each pro-
cessing unit. If the overall internal buffer is very large, it
takes a lot of chip area. Hence, we also evaluate the inter-
nal buffer size in each module. The size of on-chip memory
depends on the chosen architecture design. In an MPEG
coding system, because the data order in several processing
modules are rather different, these modules have to wait for
all the data being collected before processing. For example,
one complete block of data (64 image pixels) are needed in
the DCT module to calculate the first coefficient. Hence,
the minimum size of the internal buffer is one block of data.
We use this intrinsic property to estimate the minimum in-
ternal buffer size in each module. We find that both the
DCT and the SCAN operations need a block of data buffer.
In the Quan and VLC modules, data can be sequentially in
and out. Hence, only one single coefficient buffer is needed.
The sizes of internal buffers are listed in Table 2. In this ta-
ble, we neglect the small internal buffer size in the modules
that needs only one coefficient buffer. The internal buffers
in Motion Estimation and Rate Control modules have been
analyzed in [1][2]. The total area of the internal buffers
is about 10.2 mm? under the assumptions that the external
RAM bus width is 60 bits, the budget planning rate control
algorithm is in use, and the three-step search of search range
15 is adopted with type B buffer. From Table 2, it is clear
that internal buffers are also critical in MPEG coding chip
design.

4.2. Picture Quality

In an MPEG coding algorithm, motion estimation and rate
control are two crucial elements in determining the pic-
ture quality and compression efficiency. Without sacrific-
ing the picture quality, the three-step search algorithm can
be used to reduce hardware complexity. The motion es-
timation search range is 47 for P-pictures and 15 for B-
pictures. Several sequences have been tested. Two of them
are reported here. Figure 3 shows the PSNR performance
for the CCIR football image sequence with a target cod-
ing rate of 5Mbits/s. Figure 4 shows the PSNR perfor-
mance in the Gaussian picture sequence, which is a sales-
man sequence surrounded by Gaussian noise. If we only
count the center of pictures in PSNR calculation, it is clear
that the budget planning algorithm outperforms all the other
algorithms. However, the optimal bit allocation algorithm
has the best overall PSNR performance when the surround-
ing noise background are included. In general, the budget

planning algorithm has a much lower hardware cost and a
slightly lower objective PSNR, but its subjective quality is
as good as the other algorithms if not better.

S. SUMMARY

We found that choosing an efficient motion estimation al-
gorithm and a rate control algorithm is very critical in de-
signing an MPEG VLSI encoder. In addition to the picture
quality, the hardware implementation issue is essential for
industrial products. Our preliminary results show that it is
worth spending more effort to choose a well-designed algo-
rithm and architecture for the motion estimation and the rate
control modules before hardware realization. The purpose
of this study is not to design a specific MPEG encoding chip
but to look into the tradeoffs of various algorithm modules
on the entire MPEG chip design. An area-time estimation
method is proposed to assist system designers to estimate
the time requirement for each functional unit and to find the
approximate silicon area of these units. Then, the designer
can focus on reducing the chip areas of the dominate mod-
ules. Although our tools have limited precision, we still
obtain useful guidelines in the MPEG encoder chip design
from this study. It is a challenge in the future to develop an
optimal way of evaluating the combinations of algorithms,
architectures, and layouts at system level.
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Table 1: Estimated silicon area for various picture formats

— Items Picture format, search range
{P‘“SZT: - '——'. P o |‘—*| sr:::e J Component CCIR CIF
Gate count (K gate) 47 15 15 7
Clock Speed MEg¢u 487.5 | 1824 | 204 9.2
Estimation ME;ss 249 19 104 1.7
DCTy 1 11 9.3 9.3
Struc.tu{e Architectures DCT, 23 23 19 19
Deserpion Library Quan 9 9 73 | 713
FMP 9.7 9.7 9.2 9.2
[ Siicon e Jo—{ Componen Scan 80 | 80 | 80 | 80
VLC: 3.5 35 32 3.2
VLC, 3.7 37 3 3
MMU 5.1 4.4 3.1 2.2
i . L RCTLrums 14.7 14.7 8 8
Figure 1: The area-time estimation tool RCTLpp 39 39 14 14
RCTLopr 294.3 | 294.3 | 124.6 | 124.6

" Bit Allocation ﬂl{fgrl_slam
H & H :
Source} Rate Control )
;22:’.; . sen ' Table 2: Internal buffer size of each module in the MPEG
il et SR « =] encodingchip
P et V‘LC . Module | Algorithm | Size | Area
; i ME FULL | 14080 | 5.6
i R - TSS | 20480 | 82
I RISC Contoller | TMS 6370 53
..................................................................................... ? RCTL BP 385 0.29
o OPT 57718 | 54.3
DCT - 768 0.58
SCAN - 768 0.58
Figure 2: Block diagram of an MPEG encoder chip IDCT - 768 | 0.58

PSNR performance for various bit allocation algorithms football sequence)

PSNR performance for rate control algoriothms (test picture sequence without Gaussian noise ares)

a2 Algorithm ~ Average PSNR B
—:TMS 33.9 { \ Mgorithm  Average PSNR
-~ :TMS 217
40 -—: BP 33.05
. al —:8p 263

PSNR(dB)
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Figure 3: PSNR performance for various rate control algo-

: Figure 4: The PSNR of the center of the Gaussian sequence
rithms on the Football sequence
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