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Abstract—The virtual view synthesis reference software
offered by the MPEG standard committee adopts the
forward warping technique in projecting the depth map
from the reference view to the target (virtual) view location.
Often, this warping process results in many artifacts, holes
and cracks, due to quantization errors and occlusion. In this
study, we propose a backward warping process to replace
the forward warping process, and the artifacts (particularly
the ones produced by quantization) are significantly reduced.
The subjective quality of the synthesized virtual view images
is thus much improved.

I.  INTRODUCTION

In recent years, 3D video technology advances very
fast and its applications are becoming more popular [1][2].
The MPEG (ISO/IEC Moving Picture Expert Group)
committee kicked off a 3DAV (3D audio-visual) [3]
standardization work item a few years ago. This on-going
activity is going to define the virtual-view (free-viewpoint)
video formats and their associated operations.

There in
virtual-view video system, such as camera calibration,

are several elements a complete

depth estimation, multi-view video coding, virtual-view
view synthesis [4], and 2D/3D multiview display. This

study focuses only on the technique inside the
view-synthesis component.
Roughly, the image synthesis techniques are

classified into two categories: model-based rendering
(MBR), and image-based rendering (IBR) [5,6]. The IBR
technique is adopted by the MPEG/ITU committee
(JVC-3V) for new view synthesis in the standard, and
thus it becomes our focus in this study. In the depth
image-based rendering (DIBR) scheme adopted by the
JVC-3V group needs the depth information. The left-view
and right-view images together with their depth maps are
assumed available. The target (virtual) viewpoint image is
synthesized in three steps. In the first step, the depth map
at the target viewpoint is created based on the left-view
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depth map wusing the forward warping technique.
Similarly, the right-view depth map is also projected to
the target viewpoint using forward warping. In the second
step, the left-view color image is mapped to the target
viewpoint using the left-view warped depth map.
Similarly, the right-view image is mapped to the target
viewpoint. The final step is to combine these two mapped
images into one image. The detailed procedure will be
described in Section 2.

In this paper, we replace the forward warping
technique in the first step described in the above by the
backward warping technique. The reason for doing this is
that the forward warped depth map often contains
artifacts. The artifacts are becoming more serious when
the left and right cameras are farther apart. However,
there is no simple formula to calculate the backward
warping. Because the depth map is typically quantized
into 256 levels, it is thus possible to design a fast
divide-and-conquer method to produce the warped depth
map.

In the rest of this paper, the mathematical
expressions of forward warping and its shortcomings are
discussed in Section 2. In Section 3, we formulate our
backward warping scheme. Section 4 shows some initial
results. Some concluding remarks and future work are

given in Section 5.

II. VIRTUAL VIEW SYNTHESIS SYSTEMS

The dataflow of the DIBR virtual view synthesis
procedure is drawn in Figure 1. The two input (reference)
depth maps are projected, respectively, to a target (virtual)
viewpoint by using the 3D warping technique. The 3D
warping procedure is mainly divided into two steps.
Firstly, Eq. (1) is used to project the reference view depth
into the 3D world space. Secondly, Eq. (2) is used to
project the 3D world space into the virtual view image
plane. In Eq. (1) and Eq. (2), the matrix @, represents
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the camera internal parameters. The function of Q, is to
transform 3D camera coordinates into the image plane
coordinates. The rotation matrix @, and the translation
vector ¢, consist of the camera external parameters.
The function of the external parameters is to convert the
world coordinates into the camera coordinate system.

X
Y
Z
In Eq. (1), (u,v) and (X,Y,Z) represent the image
coordinates and the world coordinates, respectively, of an
object point. The subscript r represents the reference

Uy
= ZrQr_l [Ur] +Cr (1)
1

view, z, represents the reference view depth value at
location (u,, v;.).

Uy
Zy [Uv] =0y ( - Cv) 2
1

In Eq. (2), the subscript v represents the virtual view.
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Figure 1. Virtual view synthesis.

If we merge Eq. (1) and Eq. (2), we derive the
transformation between pixels on these two image planes.
It becomes as follows.

u, u,
Z, [v,,] =zA [Vr] + b,

1 1
A= Qer_l: b= QV(CT' - C,,) (3)

Assuming that these two cameras are identical and in
parallel horizontally, and two camera images are rectified.
In this case, only a horizontal shift (baseline) exists
between the left and the right cameras. Hence, z, = z,.
We adopt the ideal pinhole camera model assumption; Eq.
(3) can be simplified to Eq. (4) at the same vertical
coordinate:
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U, = U, + d(zr) (4)

wherein d(z,) is disparity. Ideally,
1B

d(z) = (5)
where fis the camera focal length and B is the baseline of
two cameras. In the actual cases, images are in the unit of
pixels, which are integers. So, the disparity values are
quantified (or rounded); that is, Eq.(4) is approximated by
Eq.(6).

o, = u, + round{d(z,)} 6)

In the warping process, if there are two or more
depth values mapped to the same virtual image location,
we will select the minimum depth value to be the target
view (virtual view) depth; that is, select the object point
closest to the camera as the final virtual view image pixel
value.

A typical forward warping on the depth map using
Eq.(6) is illustrated by Fig. 2. It can be observed from Fig.
2 that after warping, the depth map contains holes and
cracks. That is, the new depth value z, at U, is missing
although all the possible u, coordinates have been
checked. This phenomenon is due to the depth value

quantization and discontinuity (including occlusion).
Because the depth value and the disparity value have a
one-to-one correspondence relationship, if no distinction
is needed, these two terms (disparity and depth) may be
used interchangeably in the rest of text.

(a) Depth map of the left
image

b) The forwardly warped depth
map to a middle viewpoint

Figure 2. A depth (disparity) map warping example.

Fig.3 shows an example of mapping one line of
disparity values mapped from the left camera (Cam_L) to
the right camera (Cam_R). In this example, the image
size is stretched from Cam L to Cam R. Because the
depth values are quantized, they are shifted by one pixel
leaving one-pixel gaps on the stretched (target) line.
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Figure 3. An example of disparity map warping errors.
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III. DEPTH MAP BACKWARD WARPING

The forward depth warping often results in many
artifacts, which can be difficult to remove. Therefore, we
develop a backward depth warping algorithm to
significantly reduce the small cracks in the warped depth
map. The proposed procedure is shown in Fig. 4.
Conceptually, we break the warped (target) depth
(disparity) values into many layers. Each target depth
layer is calculated using the HIP inverse mapping
procedure (to be described). Then, we combine (merge)

all layers to form the final (target) depth map.

Figure 4. Backward depth warping algorithm.

HIP Inverse
Mapping

Depth Layer
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Depth Layer
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According to the depth quantization formula

=

1 _
Znear Zfar

specified by Microsoft:

1 -
Z —Zfar

zq = round {(N -1)- 7
In the above formula, z,.q, and zs,, are respectively
the minimum and the maximum depth values of the entire
map, z and z, are, respectively, the original depth
value and the quantized depth value, and N represents the
number of quantization levels (represented by [log, N|
bits). Typically, N is 256 (=8 bits).

Use the depth quantization formula of Eq. (7) and
plug it into Eq. (3) and do some simplifications, we
obtain the following equation.

U, u,
v,,] ~H(z,) H ®)
1 1
wherein H (Zq) is
H(zg) =A+10 0 11® (2L (Znear ™ —
Zfar_l) + Zfar_l) " b (9)

In the above formula, A and b are the matrix and
the vector in Eq. (3) under the assumption that the two
pictures are rectified. And @ denotes the Kronecker
product. If A is an m X n matrix and B is a p X ¢ marix,
then the Kronecker product A @ B is the mp X nq block
matrix given below,

a1 B a.,B

A®B= (10)

amB am,B
Eq. (9) defines a homography. In other words, a plane in
the world coordinates is projected onto two camera
images, and there exists a homography relationship

between these two corresponding image patches. This

transformation is called the homography induced by a
plane (HIP) [7]. We decompose a quantized depth map
into N planes or layers (usuwally, N=256), each plane
corresponds to a homography in Eq. (9). We calculate the
homography of each layer with its quantized depth zg,
separately. That is, we calculate the inverse of H (zq),
H'l(zq), for each layer. Then, for each target pixel
coordinate (u,, ), we compute its reference depth map
coordinate (u,,v,) by using

ol

If the depth value in the neighborhood of (u,,v,) is zg,

()

it is assigned to be the depth value at location (u,,v,,).
After the depth assignments of all layers are done
separately, then, we merge these N warped depth layers
into one depth map. When the same location has multiple
depth values, the smallest depth is adopted as discussed
earlier. The algorithm is called Backward Depth Warping
Algorithm with N planes (BDWA-N).

IV. EXPERIMENTAL RESULTS

We implement the entire synthesis system on a PC
platform. The results are shown in Fig.5. Fig.5(a) and (b)
are the original left image and its depth map. The depth
map is calculated using the MPEG reference software,
DERS (Depth Estimation Reference Software) [8]. The
depth map in Fig.5(c) is produced by using the forward
warping technique to map the left depth map to the right
camera position. Fig.5(d) is the depth map produced by
using the BDWN-256 technique described in the last
section. It is clear that the backward warping produces a
better quality depth map, which has fewer holes and
cracks. If we examine Fig.3, every target pixel on Cam_R
can find a nearest pixel on Cam-L when it is backwardly
mapped to Cam_L. This is not the case in the forward
warping process.

(a) left reference image (b) left reference depth map
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Figure 5. The impacts of forward/backward warping
algorithm on synthesized images.

When these two depth maps together with the
original left image are used to synthesize the right image,
the BDWN-256 depth map leads to a better subjective
quality image as shown in Fig.5 (e) and (f). The detailed
portions of images are enlarged and displayed in Fig.6.

V. CONCLUSIONS

In this paper, we propose a backward warping
algorithm for mapping the depth map from the reference
view to the target view. Generally, this backward warping
method reduces the artifacts during the warping processes.
Consequently, the synthesized images can achieve better
subjective visual quality with fewer post-processing steps.
However, its computational complexity is much higher.
In the case of 256 planes, we need to calculate the inverse
mapping of Eq.(8) on every plane. (In fact, the zero-value
plane is not in use and thus, there are only 255 planes.)
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Figure 6. Enlarged portions of virtual view synthesized
images using the forward/backward depth wrappings.

We can think of several ways to speed up the
computations. The number of different depth values in a
typical depth map is much smaller than 255. Also, even
when the original depth map contains a number of
different depth values, similar values may be merged and
represented by one single value without noticeable
distortion. The fast backward warping algorithms are now
under development.
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