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Abstract—The virtual view synthesis reference software 
offered by the MPEG standard committee adopts the 
forward warping technique in projecting the depth map 
from the reference view to the target (virtual) view location. 
Often, this warping process results in many artifacts, holes 
and cracks, due to quantization errors and occlusion. In this 
study, we propose a backward warping process to replace 
the forward warping process, and the artifacts (particularly 
the ones produced by quantization) are significantly reduced. 
The subjective quality of the synthesized virtual view images 
is thus much improved. 

I. INTRODUCTION 

In recent years, 3D video technology advances very 
fast and its applications are becoming more popular [1][2]. 
The MPEG (ISO/IEC Moving Picture Expert Group) 
committee kicked off a 3DAV (3D audio-visual) [3] 
standardization work item a few years ago. This on-going 
activity is going to define the virtual-view (free-viewpoint) 
video formats and their associated operations.  

There are several elements in a complete 
virtual-view video system, such as camera calibration, 
depth estimation, multi-view video coding, virtual-view 
view synthesis [4], and 2D/3D multiview display. This 
study focuses only on the technique inside the 
view-synthesis component.  

Roughly, the image synthesis techniques are 
classified into two categories: model-based rendering 
(MBR), and image-based rendering (IBR) [5,6]. The IBR 
technique is adopted by the MPEG/ITU committee 
(JVC-3V) for new view synthesis in the standard, and 
thus it becomes our focus in this study. In the depth 
image-based rendering (DIBR) scheme adopted by the 
JVC-3V group needs the depth information. The left-view 
and right-view images together with their depth maps are 
assumed available. The target (virtual) viewpoint image is 
synthesized in three steps. In the first step, the depth map 
at the target viewpoint is created based on the left-view 

depth map using the forward warping technique. 
Similarly, the right-view depth map is also projected to 
the target viewpoint using forward warping. In the second 
step, the left-view color image is mapped to the target 
viewpoint using the left-view warped depth map. 
Similarly, the right-view image is mapped to the target 
viewpoint. The final step is to combine these two mapped 
images into one image. The detailed procedure will be 
described in Section 2.  

In this paper, we replace the forward warping 
technique in the first step described in the above by the 
backward warping technique. The reason for doing this is 
that the forward warped depth map often contains 
artifacts. The artifacts are becoming more serious when 
the left and right cameras are farther apart. However, 
there is no simple formula to calculate the backward 
warping. Because the depth map is typically quantized 
into 256 levels, it is thus possible to design a fast 
divide-and-conquer method to produce the warped depth 
map.  

In the rest of this paper, the mathematical 
expressions of forward warping and its shortcomings are 
discussed in Section 2. In Section 3, we formulate our 
backward warping scheme. Section 4 shows some initial 
results. Some concluding remarks and future work are 
given in Section 5.  

II. VIRTUAL VIEW SYNTHESIS SYSTEMS 

The dataflow of the DIBR virtual view synthesis 
procedure is drawn in Figure 1. The two input (reference) 
depth maps are projected, respectively, to a target (virtual) 
viewpoint by using the 3D warping technique. The 3D 
warping procedure is mainly divided into two steps. 
Firstly, Eq. (1) is used to project the reference view depth 
into the 3D world space. Secondly, Eq. (2) is used to 
project the 3D world space into the virtual view image 

plane. In Eq. (1) and Eq. (2), the matrix ܳ௥ represents 
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