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A Feature-Based Robust Digital Image
Watermarking Scheme

Chih-Wei Tang and Hsueh-Ming Hangellow, IEEE

Abstract—A robust digital image watermarking scheme that The template should be invisible and have low interference with
combines image feature extraction and image normalizationis pro- the previously embedded watermarks. A fixed structured tem-
posed. The goal is to resist both geometric distortion and signal pro- plate may be identified and destroyed easily. Watermarks em-

cessing attacks. We adopt a feature extraction method called Mex- - . o,
ican Hat wavelet scale interaction. The extracted feature points can bedded in the DFT domain are sensitive to other types of geo-

survive a variety of attacks and be used as reference points for both Metric transformation such as local warping. There is an accu-
watermark embedding and detection. The normalized image of an racy problem associated with log-polar mapping of DFT since
image (object) is nearly invariant with respect to rotations. Asare-  the inverse transformation requires image interpolation.

sult, the watermark detection task can be much simplified when it The watermark detection process is similar to the pattern

is applied to the normalized image. However, because image nor- .. . . - A
malization is sensitive to image local variation, we apply image nor- '€C0gnition process in computer vision, but the original images

malization to nonoverlapped image disks separately. The disks are may not be available to the watermark detector. Moments
centered at the extracted feature points. Several copies of a 16-bit of objects have been widely used in pattern recognition.
watermark sequence are embedded in the original image to im- Hjgher order moments are more sensitive to noise, and some
prove the robustness of watermarks. Simulation results show that normalization schemes have been designed to tolerate noise

our scheme can survive low-quality JPEG compression, color re- . L -
duction, sharpening, Gaussian filtering, median filtering, row or [7]- A watermarking system employing image normalization

column removal, shearing, rotation, local warping, cropping, and With respect to orientation and scaling is proposed in [8]. If

linear geometric transformations. the image normalization process is applied to the entire image,
Index Terms—Feature extraction, geometric distortion, image it would be sensitive to cropping and local region distortion.
normalization, Marr wavelet, robust watermark. Another moment-based watermarking scheme [10] hides

watermarks by modifying image content iteratively to produce
the mean value of several invariant moments in a predefined
range. The watermark detector verifies the presence of the
ANY digital watermarking schemes have been proposeghtermark by checking the mean value of these moments.
for copyright protection recently due to the rapid growtiThis scheme can resist orthogonal transformations and general
of multimedia data distribution. On the other hand, attacks haﬂﬁme transformation, but it is sensitive to Cropping and aspect
been developed to destroy watermarks. These attacks on ygio changes.
termarks can roughly be classified as geometric distortions andrpe extracted feature of image content can be used as
noise-like signal processing. Geometric distortions are difficlsference points for both watermark embedding and detection
to tackle. They can induce synchronization errors between 8]-[13]. In [13], the Harris detector and the Achard—Rouquet
extracted watermark and the original watermark during the dgatector are used for feature extraction. Simulation results
tection process, even though the watermark still exists in the Wayow that this scheme is less effective for images with mainly
termarked image. Nowadays, several approaches that countqgéures. In [12], the authors suggest retrieving feature points
tack geometric distortions have been developed. These schegieghe Mexican Hat wavelet scale interaction method. These
can be roughly divided into invariant transform domain-basefgints are connected to form a Voronoi diagrams for watermark
moment-based, and feature extraction-based algorithms.  empedding, and they experimentally show that it is very robust
Watermarks embedded in invariant-transform domains 9eNg-high-quality JPEG compression [1]. Although these feature
ally maintain synchronization under rotation, scaling, and tranSoints are rotation-invariant, the embedded watermarks in the
lation. Examples of these transforms are log-polar mapping @ronoi diagrams are not rotation-invariant and, thus, still have
DFT [2]-[4] and fractal transform coefficients [6]. A structuredq pe searched in the rotated images.
template may be embedded in the DFT domain to assist wayn this paper, we develop a robust watermarking scheme.
termark synchronization during the detection process [3], [4this scheme combines the advantages of feature extraction
and image normalization to resist image geometric distortion
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where|||| = (22 +3?)'/2. The two-dimensional (2-D) Fourier
transform ofy () is given by

~

o = || 2 IR /2 @)

wherek represents the 2-D spatial frequency. The feature ex-
traction method proposed in [1] and [12] uses the following
quantities:

Pi(%) = [M;(£) — v - M;(7)] (3
M;(%) = (27" p(27" - &) * A (4)

where M;(Z) represents the response of the Mexican Hat
wavelet operator at spatial locatiahof scale:, « is a scaling
parameterp;;(¥) is the scale interaction between two different
scalesi and j, A is the input image, andx” denotes the
convolution operation.

Our scheme is designed for both color and gray-level images.
For color images, th& component is extracted for watermark
embedding. The Mexican Hat wavelet filtering is implemented

(© @ in the frequency domain using the FFT. An input image is first
zero-padded to 1024 1024 in size. We avoid selecting feature
Fig. 1. (a) Mexican Hat wavelet filtered image at scale: 2. (b) Mexican  hgints |ocated near borders of an image. Hence, a prohibited
Hat wavelet filtered image at scale= 4. (c) Difference image between (a) and . . .
(b). (d) Center of each disk is a feature point. zone along the image border is predefined. Thus, border effects
are negligible in extracting the feature points.

) ) Examples of filtered images at two different scales are shown
th_e performan_ce of our scheme. Finally, Section VIl concludes Fig. 1(a) and (b). The difference of these two filtered images
this presentation. is the Mexican Hat scale interaction image (witk= 1), which

is shown in Fig. 1(c). The two scales we choose are suggested
Il. FEATURE EXTRACTION by [1] and [12], thatis; = 2 andj = 4. Feature points are de-
fined as local maxima inside disks in the scale interaction image.
he disk radius is chosen to be 45, which is determined experi-
entally. Feature points located in regions of small variance are

In order to detect watermarks without access to the origi
images, we look for reference points that are perceptually si
nificant and can thus resist various types of common signal p X JI
cessing, such as JPEG compression, and geometric distorti ssctfardedtfor ;gdu0|n?hwgt_ermark \.”S:B'“té A flowchart of the
These reference points can also act as marks for (location) s ure extLac lon m(? ? IS gl\t/en ;n 'gl' ' ith di
chronization between watermark embedding and detection.%%rfa‘mOng € many teature extraction algorthms proposed in

this paper, we will use the term “feature points” to denote the g Ilfterature, V\lle have adgpteid t_he sct?]em,\; pFOpOSf' dtm [4] ?r‘td
reference points. ] for several reasons. First, since the Mexican Hat wavele

In our scheme, we adopt a feature extraction method call %ale mterfacut?n tls formed .by ttv(\j/_o tsc?les, blt allr:)ws.dlfferent
Mexican Hat wavelet scale interaction. This method was origi< 2/ c€S Of robustness (against distortion) by choosing proper

nally used in [1], [12], and [16]. It determines the feature poin cale parameters, Second, since local variations SU(.:h as crop-
by identifying the intensity changes in an image. Since signf?—mg or warping generally affect orlly afew fgature points in an
icant intensity changes (edges) may occur at different scal8fi9c: thE_“ unaffected f_eature points can St'l.l be used as refer-
versions of the same image, Marr and Hildreth suggested tfafFes (_jurlng t_he d(_atectlon process. Third, this wavelef[ function
different operators should be used at different scales for Odﬁ_rotatmnally invariant. It means that most feature points may

mally detecting significant intensity changes. The Mexican HIP! change after image rotation. Fourth, since the Mexican Hat

wavelet (Marr wavelet) [14], [15] is a rotation-invariant WaVelet\(vavelet is essentially bandlimited, the noise sensitivity problem

It has a circularly symmetric frequency response. The ¢ Ompu[g_feature extraction can be reduced. Finally, the extracted fea-

tional cost is high because this wavelet is not separable. In faatfge points do not shift their locations much under high-quality

it is the Laplacian of a Gaussian function. The wavelet an EG compression, as discussed in [1]

ysis filter is localized at different frequencies and spatial scalesThese feature points are the centers of the disks that are to be

(resolutions). The Mexican Hat mother wavelet at locasids used for watermark embedding (as described in the next sec-
defined by (1) tion). Examples of disks are shown in Fig. 1(d). Since these

disks should not interfere with each other, we only select the
) 11 /2 feature points that are away from each other to create a nonover-
g g —||T . . . .
P (Z) = (2 — 12| ) e (1) lapped disk set. In our scheme, a feature point has a higher pri-
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wherep(z, y) denotes the gray-level value at location

2-D FFT . _ .
Extracted (z, y), and is the region of interest;
I I Feature Points 2) covariance matrix\/ = [Zm ”“} , whereuy, = [,
11 Uo2
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Fig. 2. Feature extraction by Mexican Hat wavelet scale interaction by _ /)\1 ele €1y -C,
b2 0 c _ely €1z _Cy
ority for watermark embedding if it has more neighboring fea- L Vs
ture points inside its disk. _[an an][-Ce
a21 @22 _Cy

I1l. 1 MAGE NORMALIZATION
wherec = (A Xo)'/4;

) central moments for calculating rotational invariant trans-
formation

The image normalization technique developed for pattern 6
recognition can be used for digital watermarking, as suggested
in [8]. Several geometric central moments are computed to
transform the input image to its normalized form. The nor- i = a2 ayote) 4 3a11a2ows 4 adou
malized image (object) of a rotated image (object) is the same 20 — “11712721 e
as the normalized image of the original image (if no padding
or cropping occurs). Since objects are rotationally invariant in + (2a12a21a22 + 32a21)u12 + a12a35U03
the norr_naliz_gd image, _thg Watermark detection process can be v/, = ay1a2,us0 + (a2 012 + 2011021 a92)un:
much simplified when it is applied to the normalized image. + (21202125 + aZpaz Yurs + a10ytios
On the other hand, because image normalization is sensitive s 5 22 X 2
to local image variations, detection is more accurate when %30 = @21u30 + 3a2,@22u21 + 3a21a35U12 + a3, uos.
applied to individual objects rather than the entire image. In
our scheme, we apply the image normalization process to eachl) tensorst’ = uy, + ujy, 12 = upy + uhy;
nonoverlapped local disk separately. The centers of these disks ~ angleia = tan=t(—(t!/t%));
are the extracted feature points described in Section |I. 8) tensort 2= —t'sina + 1 cosa;

Image normalization technique is used for selecting the loca-9) If £ <0 thena = a +m. o
tion of the watermarks. However, watermarks are not embeddedinally, the normalized image is computed from the original
in the normalized images. This is because spatial interpolatiéf@ge based on the following coordinate transformation:
is necessary for mapping the original image pixels to the nor- c
malized image pixels and vice-versa. This interpolation process: sin o Vo
induces a significant amount of distortions and thus reduces WEL_} . }
termark detectability. The details of the image normalizatioh? —Ssma - cosa Nor
process can be found in [9]. Here, we only briefly describe its 2
computational steps. The parameters below are computed once
for each image disk.

2 2
Uy = af1a21u30 + (a71022 + 2011012021 )Uu21

[ COSs «
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Fig. 4. Crossing points of the grid represent the integer pel locations on the
original disk. (a) If the slope (absolute value) of a line segment is less than or
equal to 1, the integer pels closest to the line segment horizontally are chosen to
form the data line segment. (b) If the slope (absolute value) of a line segment is
greater than 1, the integer pels closest to the line segment vertically are chosen
to form the data line segment.

© (CY

Fig. 3. (a) Two ordered pointd and B in the normalized image (ellipse).
(b) Two corresponding points andb in the original image (disk). (c) A 3%
32 block is constructed in the original image disk. (d) Two symmetric322
blocks in the original image disk are formed.

where(z, y) is the original disk coordinates, arid, 7) is the
normalized disk coordinates. The normalized image object is
insensitive to translation, scaling, and rotation of the original
image object [9].

After coordinate transformation, each disk becomes an el-
lipse. Rectangular windows used to hold watermarks in the origjg. 5. Each disk contains two 32 32 blocks for watermark embedding
inal image disks are constructed as follows. Two322 blocks ~(-ena)-
in each (original) image disk are chosen for watermark embed-
ding. The locations of these 32 32 blocks are determinedline segment, as shown in Fig. 4(a) and (b). The crossing points
through the use of the normalized image ellipse. Since the eigefgrid represent integer-coordinate pels in the original image
values); and), of the covariance matrix/ are generally not (disk). If the absolute value of the slope of a line segment is less
the same, the shape of the normalized disk is an ellipse. Twan 1, its discrete-grid approximation is constructed along the
ordered pointst andB are chosen at integer coordinates insidgorizontal direction, as shown in Fig. 4(a). Otherwise, the ver-
the normalized image (ellipse), as shown in Fig. 3(a). The loageal direction is used as shown in Fig. 4(b).
tions of these two points are chosen secretly but are known toTwo 32 x 32 blocks are selected for each disk, as shown in
the watermark detector. The locations4fand B are chosen Fig. 3(d). To reduce the impact of feature point shift due to wa-
close to the boundary of the normalized ellipse, and the digrmark embedding, these blocks should not contain the disk
tance between these two points is 32. Pointsnd b located center (feature point). All the location information of these two
in the original image are the inverse mappingdtindB (on blocks is determined on the normalized image (ellipse). After
the normalized image), as shown in Fig. 3(b). Usually, pointee coordinates ofi and B are determined as described above,
of the inverse mapping ol and B do not have integer coordi- the coordinates of' and D will be the symmetric pels with re-
nates, and thus, pointsandb are quantized to integers. Theyspect to the symmetric cent€ [Fig. 3(a)].C. is not necessary
are connected to form a line segment Although the distance the center of the ellipse. Poitf is the middle point ofA and
between pointst and B is 32, the distance betweerandb is B. AB is perpendicular t& C.. The distance between points
generally different due to the normalization process. TherefoedC, is less than 45 but greater than 32. The distance between
ab is shortened or extended to the line segméntwhich has FE andC, has to be greater than 32. Next, the corresponding pels
length 32. Usually, point’ is not the same as poihfbut these ¢ andd in the original image disk are computed by the inverse
two points are close. Then, 31 line segments parallebt@re normalization transformation. A shortened or extended line seg-
created running toward the center of the disk. Finally,and mentofcd is ¢/d, which contains 32 pels. The blocks selected for
its 31 parallel line segments of length 32 form ax332 block the image Lena are shown in Fig. 5. Occasionally, a tiny corner
in the original image, as shown in Fig. 3(c). (very few pels) of a 32< 32 block may be outside the orig-

Since the 32 points that a line segment passes throughidal image disk. If this happens, these pels are not watermarked.
not always have integer coordinates, we choose 32 integer-émother potential problem is that although the extracted feature
ordinate pels nearest the line segment to form the discrete-gumints (center of the disk) are located in high-contrast regions,
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Fig. 6. Watermark embedding scheme.

the two 32x 32 selected blocks may be partly located in smooth
regions. Therefore, to keep watermark imperceptibility, such a y

disk is not watermarked if the variance of one 8232 block (_yi’xi) A

in an original image disk is small. In our experiment, there are °

only eight qualified disks (Fig. 5) for watermark embedding, \ (%, ;)
although there are 11 feature points (disk centers) that are ex- A * .
tracted on the Lena image [Fig. 1(d)]. 0

IV. WATERMARK EMBEDDING SCHEME
Fig. 7. Two pointgx;, y;) and(—y;, =;), 90° apart on the upper half DFT
Our watermark is designed for copyright protection. We viewlane are used for embedding one watermark bit.
all blocks as independent communication channels. To improve
the robustness of transmitted information (watermark bits), #fcted pairs that arér;, y;) and(—y;, z;), 90° apart, located
channels carry the same copy of the chosen watermark. Tethe upper half DFT plane (see Fig. 7), are modified to satisfy
transmitted information passing through each channel may be , , _
disturbed by different types of transmission noise due to inten- £ (zi, yi) = F'(=yi, wi) 2, if wm; =1
tional and unintentional attacks. During the detection process,  F'(zi, yi) — F'(—yi, ;) < —a,  if wm; =0
we claim the existence of watermark if at least two copies of the _
embedded watermark are correctly detected. where F'(z;, yi) and F'(—y;, =;) are the magnitudes of the
The watermark embedding process is outlined in Fig. 6. Firdl{ered coefficients at locatior(s:;, y;) and (~y;, z;) in the
the feature extraction method generates reference center?gfr transform domaing is the watermark strength, amdn;
disks for watermark embedding and detection. We then perfolfri€ binary watermark bit, which is either 0 or 1. The phase of
the image normalization technique on disks in the Origingﬂe_selected DFT c_o_efﬁuents is not mod|f|ed. If the waterm_ark
image. The coordinate transformation coefficients betwe8ff iS 1 and the original amplitude difference between points
the original image disks and the normalized ellipse imagé§i7 yi) and(~y;, =) is greater tham, no change is needed.
are generated. The location of blocks in the original imad8 @ddition, to produce a real-valued image after DFT spectrum
for watermark embedding is determined from the normalizdégodification, the symmetric points on the lower half DFT plane
image. Then, coordinates of selected points are transfornii@ye to be altered to the exact same values asweII.AIargervaIue
from normalized image back to the original image. As a resuft! @ @nd alonger watermark sequence length would increase the
the watermark synchronization problem during the detecti§Pustness of the watermarking scheme. Because the 32
process is reduced. Next, a 2-D FFT is applied to these 32blocks are selected inthe h|gh-var|ap(;e image regions, typically,
32 blocks on each qualified disk in an original image. Thif€ émbedded watermark is less visible for smalleHence,
watermark is embedded in the transform domain. Last, ithere is a tradeoff between robustness and transparency. In our

watermarked blocks are 2-D IFFT converted back to the spaffaS€: We embed 16 bits in each 822 block.
domain to replace the original image blocks. The secret keK shown in Fig. 6 is also known to the water-

H}ark detector. This secret key is used as the seed for generating

The procedure of selecting and modifying the magnitude . . '
DFT coefficients for watermark embedding is illustrated belov{}?ndom humbers to specify the frequencies of the DFT coeffi-

First, the FFT is applied to each 3232 selected block. Then, cients used to hide watermark bits.
several middle DFT coefficients are selected according to the se-
cret keyK. Middle-frequency components are generally more

robust in resisting compression attacks. A modified version of The block diagram of our watermark detection scheme is
[4] is used to embed watermark bits into DFT coefficients. Sehown in Fig. 8. The watermark detector does not need the orig-

V. WATERMARK DETECTION SCHEME
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Received Watermark and
the Transform Secret Key K
Perform Image Coordinate§ of Construct Two
.. Selected Points 32x32 Blocks Wat K
Feature | | Normalizationon | | g the sl in Each Disk [ 2-D FFT aermar
Extraction Each Disk in . . Detection
Received Image Normalized Image of Received
back to the Image
Received Image Detenrtion
Decision

Fig. 8. Watermark detection scheme.

inalimage. The feature (reference) points are first extracted. Tih@sed on the Bernoulli trials assumptiopandr, are indepen-
feature extraction process is similar to that used in the watelent random variables with binomial distribution
mark embedding process. All the extracted feature points are
candidate locations of embedded bits. Since image contents are P o— <1>" _ < n! )
altered slightly by the embedded marks and perhaps by attacks T2 ril(n —r)!
as well, the locations of extracted feature points may be shifteghd
In addition, some of the original feature points may fail to show 1y n!
up during the detection process. If the feature point shift is small, < ) ' <7«27>
the embedded watermark blocks can still be extracted correctly.

Image normalization is applied to all the disks centered at thie mean values of, andr, are bothn /2.
extracted candidate reference points. Two@22 blocks are ex- A block is claimed watermarked if the number of its matching
tracted in each disk. The locations of thesex332 blocks are pjts js greater than a threshold. The thresholds for the two blocks
the same as those specified at watermark embedding. The §9the same disk are denoted ByandT. Clearly, 7, andT%
ordinate transformation coefficients between the original imag@ou|d be greater thary2, which are the mean valuesfand
disk and the normalized ellipse image are generated. Thus, fheThe false-alarm error probability of a disk is, therefore, the
location of blocks in the received image is determined from themulative probability of the cases that > T; andr, > T».
normalized image, and the coordinates of the selected points gf@rder to control the level of false-alarm probability by one
transformed from normalized image back to the received imaggjjustable parameter, a third threshélds introduced. More

In each 32x 32 DFT block, 16 watermark bits are extracteghrecisely, the variable pairg andr, will satisfy the following
fromthe DFT components specified by the secretkey. For an gy criteria simultaneously: Ly > Ti, r» > T and 2)r; +
tracted pair of DFT coefficientgr;, y;) and(~y;, =;), theem- .., > 7 Thatis
bedded watermark bit is determined by the following formula:

'(TL — 7'2)!

. T1=N,T2=n n !
L, if F"(wi, yi) = F"(=yi, ;) > 0 o= Ny (o
wm; = { . ( ) ( ) PFalse—alarrn on one disk Z <2 Tl!(n — 7"1)!
0, it F"(@i, y;) — F"(=yi, wi) <0 AN P
where F"'(z;, y;) and F"'(—y;, ;) are the magnitudes of the ) <l> ) < n! ) . (5
selected coefficients at locations;, v;) and (—v;, ;). The 2 r2l(n —r2)!

extracted 16-bit watermark sequence is then compared with the

original embedded watermark to decide a success detect. Furthermore, an image is claimed watermarked if at least
Two kinds of errors are possible in the detector: théisks are detected as “success.” Under this criterion, the false-

false-alarmprobability (no watermark embedded but detectedarm probability of one image is

having one) and thmissprobability (watermark embedded but

detected having none). There is a tradeoff between these two .

error probabilities in selecting detector parameters. Typicall(/JFalsefalarmononeimage = Z (PFalse—alarm on one disk )’

N

reducing one will increase the other. It is rather difficult to i=m
have exact probabilistic models of these two kinds of errors. (1 = Pratse_al aig) V7 <N> ©6)
Simplified models are thus assumed in choosing the detector e alamononeds i

parameters, as shown below.

We first examine the false-alarm probability. For an unwawhereNN is the total number of disks in an image.
termarked image, the extracted bits are assumed to be indepeiWe can plot Prajse—alarm ononeimage against various?’
dentrandom variables (Bernoulli trials) with the same “succesgdlues, as shown in Fig. 9 using (6). The other parameters
probability P,,..css- It is called a “success” or “match” if the ex- are chosen based on our experiences= 16, N = 10,
tracted bit matches the embedded watermark bit. We further as-= 3, 77 = 10, andT> = 10. The curve in Fig. 9 drops
sume that the success probabilRy,...ss IS 1/2. Letr; andry  sharply forT > 23. It is often desirable to have a very small
be the numbers of matching bits in the two blocks on the sanf,ise—alarm on one image- HOWEVET, the selection is application
disk, and let» be the length of the watermark sequence. Thedependent. We assume thé,isc—aiarm on one image Should be
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Fig. 9. False-alarm probability of an unwatermarked image, assuming Fig. 10. Miss probability for the image Lena, assuming- 16, m = 3, and
16, m = 3,andN = 10. N = 10.

5 .

IteSés 4than leT.ln ;Z'ifaseT should be gre_atgr thf(;lgr equae experiments on real images with attacks. Because we like to

OW -andall = 24, hFalscTalarmO‘t‘)‘”g.i.‘“agT IS o X ‘ .d see the detector performance under geometric distortion, a mod-
€ next examine the miss probabiiity. In an attacke Wateéfately difficult case is chosen from Table Il—image Lena under

marked image, we again assume that the matching bits ar€ dBimpined distortions of°Irotation, cropping, and JPEG com-

dependent Bernoulli random variables with equal success pr k?éssion at a quality factor of 70. The simulation is done using
ability P,.c.cess- This may not be a very accurate model, but

- i n watermarked images Lena imposed with (randomly gener-
seems to be sufficient for the burpose of selglctmg .the_ detec&%d) different watermarks. The selected valu&Qf..ss is the
parameters. The success d_etectlon probabilityobits in a total number of matching bits divided by the total number of em-
block of n watermarked bits is

bedded bits. In this experiment, we obtdf,ccess = 0.6883.
n! Based on thisP;,...ss Value, we plot the miss probability of
> an image for varioud’, as shown in Fig. 10. In this experi-
ment, we set again = 16, N = 10, m = 3, Ty = 10,
Similarly, for the second block and7; = 10. The curve goes up sharply far > 23. For
| T = 24, Putiss on one image 1S l€SS than 0.42. Clearly, from Figs. 9
Py, = (Pauccess)™ - (1 = Payccess)” "2 - ( n > ) and 10, we can see the tradeoff in selectingSuppose that a
i r2l(n —12)! lower false-alarm probability is our higher priority in the sim-
ulations in Section VIT is therefore chosen to be 24 so that
False—alarm on one image is less than 105

Pr = Psuccoss (11— Psucccss T
= ) ) (rll(n —71)!

The success detection probability of a disk is the cumulati
probability of all the cases that > 17,7y > 15, andry 4179 >

T. That is,
VI. SIMULATION RESULTS
TI=N,Tr2=n .
Psecess on one dick = Z P, P, @) Wg test the proposed watermarking scheme on the popular
ety test images 51 512 Lena, Baboon, and Peppers. We use
ritra2T StirMark 3.1 [17] to test the robustness of our scheme. The

StirMark 3.1 attacks can roughly be classified into two cate-
ries: common signal processing and geometric distortions.
he difference images between the original images and the wa-
termarked images in the spatial domain are magnified by a factor

Recall that an image is claimed watermarked if at leastisks
watermark detected. Under this criterion, the miss probabili
of an image is

N ' of 30 and shown in Fig. 11(a), (b), and (d). The PSNR values be-
Prliss on one image = 1 — Z (Psucesss on one disk ) tween the original and the watermarked images are 49.42, 45.70,
i=m and 56.60 dB for Lena, Baboon, and Peppers, respectively. Be-

voi (N cause of their small amplitudes, the embedded watermarks are
(1 - PSucesss onone disk) . (8)

invisible by subjective inspection. Recall that the radius of each
disk in the normalized images is 45 and that twax332 blocks

It is difficult to evaluate the success detection probability aire chosen in each disk for watermark embedding. In each 32
a watermarked bif,,...ss- It depends on the attacks. For exx 32 square, the embedded 16 frequencies (of the DFT coeffi-
ample, the distortion induced by JPEG compression cannotdients) are located within the shaded area of Fig. 12. All blocks
modeled by a simple additive white Gaussian source. Howevare embedded with the same 16-bit watermark. The watermark
a “typical” success detection probability may be estimated frostrengthx is set to 20, 15, and 10 in Baboon, Lena, and Peppers,

1
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(2) (®) (c)

Fig. 11. Difference image between the original image and the watermarked image. The magnitudes in display are amplified by a factor of 30. (a) Lena. (b)
Baboon. (c) Peppers.

5 TABLE |
A FRACTION OF CORRECTLY DETECTED WATERMARK Disks UNDER COMMON
SIGNAL PROCESSINGATTACKS
Attacks Lena  Baboon Pepper
Watermarked image 7/8 10/11 4/4
Median filter 2x2 1/8 6/11 1/4
/ Median filter 3x3 1/8 2/11 1/4

Sharpening 3x3 4/8 4/11 4/4

0 > 3x
/ 11 Color quantization 78 411 1/4
Gaussian filtering 3x3 5/8 8/11 1/4
Additive uniform noise (scale=0.1)  5/8 6/11 4/4

Additive uniform noise (scale=0.15) 4/8 4/11 2/4
Additive uniform noise (scale=0.2)  1/8 5/11 1/4

JPEG 80 6/8 9/11 3/4

JPEG 70 7/8 11/11 3/4

JPEG 60 6/8 7/11 1/4

Fig. 12. Watermarked coefficients are chosen from the shaded area. JPEG 50 5/8 711 3/4
JPEG 40 3/8 5/11 1/4

. . .. JPEG 30 2/8 4/11 0/4
respectively, for a compromise between robustness and invis Median filter 2 x 2+ JPEG90 2/8 6/11 0/4
bility. Since Baboon image has more texture, a strong water Median filter 3x3+ JPEG90 1/8 1/11 1/4
mark is less visible than in Lena and Peppers. The number ¢ Sharpening 3x3+JPEG90 48 211 4/4

watermarked image disks is 11, 8, and 4 in Baboon, Lena, an22ussian filtering 3x3+ JPEG0 58 811 24

Peppers, respectively. The more textured the image is, the more
extracted feature points the image has. Some of the signal processing operations used in StirMark
Simulation results for geometric distortions and Commo%.l are detailed below. Color quantization is similar to that in

signal processing attacks are shown in Tables | and II, felF compression. The 8 3 Gaussian filter matrix is
spectively. The tables show the number of correctly detected

. . 1 2 1
watermarked disks and the number of original embedded
watermarked disks. As shown in Table I, our scheme can resist 2 4 2
JPEG compression up to a quality factor of 30. The JPEG 1 2 1
compression quantization step size used in StirMark is defined ] o o
by The 3x 3 spatial sharpening filter matrix is
0 -1 0
Seale — 5000/qual'1f?fy, if qualit_y <50 1 5 _1
200 — quality x 2, otherwise. 0 Lo

QuanStepSize[i] = (BasicQuanMatriz[i] x Scale 4+50)/100. _ ) o
The watermark robustness against common signal processing is

_ much improved with stronger watermark strength, but there is
Our scheme performs well under other common signal prghe tradeoff between watermark robustness and invisibility.

cessing attacks such as median filtering, color quantization, 3 An additive noise attack was also applied to the watermarked
3 sharpening, and Gaussian filtering. It can also resist combingfhge. The attacked image is

signal processing and JPEG compression attacks at a quality
factor of 90. L'(z,y) =Lz, y)-(1+6-n(z, y))
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TABLE 1 TABLE I
FRACTION OF CORRECTLY DETECTED WATERMARK DISKS UNDER (NoISE = DIFFERENCEBETWEEN THE WATERMARKED IMAGE AND
GEOMETRIC DISTORTION ATTACKS THE ATTACKED IMAGES)

Attacks Lena Baboon Pepper Attacks Lena Baboon Pepper
Removed 1 row and 5 columns 3/8 6/11 3/4 Median filter 2x2 28.58 22.01 31.14
Removed 5 rows and 17 columns 0/8 3/11 1/4 Median filter 3x3 31.53 24.89 31.84
Centered cropping 5% off 2/8 2/11 2/4 Sharpening 3x3 2224 14.23 28.08
Centered cropping 10% off 2/8 2/11 2/4 Color quantization 7.78 5.82 7.51
Shearing-x-1%-y-1% 4/8 5/11 1/4 Gaussian filtering 3x3 33.73 2448 36.75
Shearing-x-0%-y-5% 2/8 3/11 1/4 Additive uniform noise (scale=0.1) 32.04 3140 31.77
Shearing-x-5%-y-5% 1/8 2/11 0/4 Additive uniform noise (scale=0.15)  28.57 27.90 28.25
Rotation 1+Cropping+Scale 0/8 4/11 2/4 Additive uniform noise (scale=0.2) 26.13 2547 25.75
Rotation 1+Cropping 3/8 3/m 2/4 JPEG 80 38.13 31.83 44.46
Rotation 2+Cropping 0/8 /11 1/4 JPEG 70 36.92 29.71 42.67
Rotation 5+Cropping 0/8 0/11 0/4 JPEG 60 36.06 28.39 41.36
Linear geometric transform 5/8 4/11 1/4 JPEG 50 3542 2747 40.39
(1.007,0.01,0.01,1.012) JPEG 40 3475 26.62 39.36
Linear geometric transform 4/8 4/11 1/4 JPEG 30 3391 25.69 38.06
(1.010,0.013,0.009,1.011)
Linear geometric transform 4/8 5/11 0/4

(1.013,0.008,0.011,1.008)
Removed 1 rows 5 columns + JPEG70  4/8 6/11 3/4
Removed 5 rows 17 columns + JPEG70 1/8 3/11 1/4

Centered cropping 5% + JPEG70 2/8 2/11 2/4

Centered cropping 10% + JPEG70 3/8 2/11 2/4

Shearing-x-1%-y-1%+JPEG70 2/8 4/11 1/4

Shearing-x-0%-y-5%+JPEG70 2/8 3/11 0/4

Shearing-x-5%-y-5%+JPEG70 1/8 0/11 0/4

Rotation 1+Cropping+Scale+JPEG70  0/8 4/11 0/4

Rotation 1+Cropping+JPEG70 4/8 3/11 1/4

Rotation 2+Cropping+JPEG70 1/8 1/11 1/4

Rotation 5+Cropping+JPEG70 1/8 0/11 0/4

Linear geometric transform 4/8 3/11 1/4 \

(1.007,0.01,0.01,1.012) +JPEG70 (a) (b)

Linear geometric transform 4/8 5/11 3/4

(1.010,0.013,0.009,1.011) +JPEG70 . o . . .

Linear geometric transform 3/8 5/11 0/4 Fig. 13. (@) Local warping is applled_ to watermarked image Lena in the eyes
(1.013,0.008,0.011,1.008) +JPEG70 and mouth area. (b) Watermark detection result for (a). Seven watermarked disks

are correctly detected among the original eight.

whereL(z, y) is the luminance pixel value of an input image al" = or y direction. Combination of small rotations with crop-
(z, y), B is a parameter that controls the strength of the additiyging does not cause our scheme to fail, but it is still sensitive
noisen(z, y) is noise with uniform distribution, zero mean, and global image aspect ratio changes due to the feature location
unit variance, and./(x, ) is the luminance pixel value of the shifts. It can also survive combined geometric and high-quality
attacked image dtz, ). In our experiment, the additive noiseJPEG compression attacks, as shown in Table IlI. In fact, the
is visible, especially in the images Lena and Peppers, ytien Correctness of watermark detection under geometric distortions
greater than 0.1. The watermark can be detected \hstess strongly depends on the disk locations. For example, if the refer-
than 0.2. As stated in Section I1, the noise sensitivity problem gfice point of an image disk is located at the border of an image,
feature extraction is reduced due to the essentially bandlimitéts point might be removed due to cropping attacks. As a resullt,
property of Mexican Hat scale interaction scheme with propgpis disk location cannot be correctly identified. Rotation with
parameter settings. cropping can have to a similar effect.

The PSNR value (comparison between the watermarked! he Baboon image has deeper and larger textured areas than

image and the attacked images) in Table 1l is computed by Lena and Peppers. In the case of Baboon, many fake refer-
ence points (feature points) may show up, and the true refer-

N max X2 ence points may shift quite significantly after attacks. On the
PSNR= 10log,, — it other hand, Peppers has less texture. Its true feature points may
S (X, — X)) disappear following attacks.
= ¢ In addition to the geometric distortions in StirMark 3.1, we

have applied local warping on the eyes and mouth of Lena, as
where N is the image size; is the index of each pixel, and shown in Fig. 13(a). The extracted disks at detector are shown
X,; and X/ are the gray levels of the original and the processéa Fig. 13(b). Since local variations generally affect only a few
pixels. feature points extracted by the Mexican Hat wavelet scale inter-
The performance of the proposed scheme under geometiation scheme, the feature points can still be correctly extracted
distortions is shown in Table Il. Our scheme survives row arfdr watermark detection. The watermark can still be detected
column removal, 10% centered cropping, and up to 5% sheariqgjte reliably.
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VIlI. CONCLUSIONS [10] M. Alghoniemy and A. H. Tewfik, “Image watermarking by moment

. . . . invariants,” inProc. IEEE Int. Conf. Image Processol. 2, Jan. 2001,
In this paper, a digital image watermarking scheme was  pp. 73-76.

designed to survive both geometric distortion and Signalll] A. Nikolaidis and I. Pitas, “Robust watermarking of facial images based

. . . on salient geometric pattern matchingFEE Trans. Multimediavol. 2,
processing attacks. There are three key elements in our scheme: pp. 172184, Sept. 2000,

1) reliable image feature points; [12] M. Kutter, S. K. Bhattacharjee, and T. Ebrahimi, “Toward second gener-
: o atiA- ation watermarking schemes,” Rroc. IEEE Int. Conf. Image Process.

2) image normalization; _ vol. 1, 1999, pp. 320-323.

3) DFT domain bits embedding. [13] P. Bas, J.-M. Chassery, and B. Macq, “Robust watermarking based on

No reference images are needed at the detector. A geometric the warping of pre-defined triangular patterriroc. SPIE Security and
. . Watermarking of Multimedia Contents llol. 3971, pp. 99-109, 2000.

synchronization problem between the watermark emb"""ddmﬁ4] J.-P. Antoine and P. Vandergheynst, “Two-dimensional directional

and detection is overcome by using visually significant points ~ wavelets in image processingpit. J. Imag. Syst. Technolol. 7, pp.

as reference points. In addition, the invariance properties of _ 152-165, 1996. .
he i i . hni | 15] D. Marr,Vision San Francisco, CA: Freeman, 1982, pp. 54-61.
the image normalization technique can greatly reduce th 6] B. S. Manjunath, C. Shekhar, and R. Chellappa, “A new approach to

watermark search space. The simulation results show that the image feature detection with applicationBattern Recognvol. 29, no.

proposed watermarking scheme performs well under milg _ 4. Pp- 627-640, 1996.

geometric distortion and common signal processing attack& Stlrmark. _[Onllne]. Available: http://www.cl.cam.ac.uk/~fapp2/water-
marking/stirmark/

Furthermore, the embedded watermark can resist composite

attacks of high-quality JPEG compression together with

geometric distortions/signal processing.

The performance of our scheme could be further improwve
if the feature points were even more robust. Thus, one dire
tion of future research can be the search for more stable feat
points and/or more reliable extraction algorithms under seve
geometric distortions.
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